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Abstract

Label set construction — deciding on a group of distinct labels — is an essential stage in building a

machine learning (ML) application, as a badly designed label set negatively a↵ects other stages such

as training dataset construction, model training, and model deployment. Despite its significance, it is

challenging for ML practitioners to come up with a well-defined label set, especially when no external

references are available. To mitigate this di�culty, ML practitioners often go through multiple iterations

to gradually improve their label set. Through our formative study (n=4), we observed that there still

remain challenges in collecting helpful feedback and utilizing them to make optimal refinement decisions.

To support the iterative refinement, we present DynamicLabels, a system that aims to support a more

informed label set-building process with crowd feedback. Crowd workers provide feedback as annotations

and label suggestions to the ML practitioner’s label set, and the ML practitioner can review the feedback

through multi-aspect analysis and see the potential consequences of label refinements. Through a within-

subjects study (n=16) using two datasets, we found that DynamicLabels enables better understanding

and exploration of the collected feedback and supports a more structured, confident refinement process.



The ML practitioners were also able to see surfacing conflicts and edge cases that could have been

ignored. In addition, the crowd feedback helped ML practitioners to gain diverse perspectives, spot

current weaknesses, and shop from crowd-generated labels. With DynamicLabels, ML practitioners can

successfully gain concrete understanding and evidence from the crowd and make informed refinements

to iteratively improve the label set.

Keywords Human-Computer Interaction, Crowdsourcing, Crowd Feedback, Machine Learning, Machine

Learning Practitioner Support, Label Set Construction
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Chapter 1. Introduction

A ‘label’ or a class, is a word or a phrase that explains a piece of data in a machine learning (ML)

model. A group of distinct labels works together as a ‘label set’ to provide the model with a set of

candidate labels for classification [1]. For example, in classifying a clothing dataset, a label set may

consist of four distinct labels: top , bottom , outer , and accessory . The label set is provided to the

annotators to construct a training dataset and is utilized as model inputs and outputs.

Preparing a well-constructed label set is important to build a successful ML application. Building an

ML application involves a multi-stage process, which includes (1) preparing the raw data, (2) building a

label set, (3) using the label set to annotate the training data, (4) implementing and training the model,

and (5) deploying the model. Every other stage in the process is highly interconnected with the label set

building stage: an unclearly defined label set a↵ects the outcome of the annotation, and an indistinct

or low-coverage label set a↵ects the performance of the model, which subsequently negatively a↵ects the

experience of the user in the deployment stage [2].

ML practitioners usually refer to existing labeled datasets or theories (e.g., referring to existing

psychology taxonomies for emotion recognition models) to come up with the label set, and validate it

with some additional data. However, this practice may not be su�cient in constructing a high-quality

label set in many di↵erent situations. For example, applying a pre-established label set to real-world data

requires revision of the label set to accurately represent the distribution of the data. When the model

structure is decided prior to the data collection, the label set needs to be constructed in consideration

of the model structure. Furthermore, building a label set from scratch for a new domain without a

well-defined or representative label set requires a significant amount of feedback and consensus-building

among ML practitioners. In the aforementioned situations, multiple iterations to refine the label set are

essential to continuously improve the label set. With the iterations, ML practitioners collect bad signals

(e.g., low coverage, unclear distinction) about the label set and revise based on the signals to prevent

possible downstream issues, which is critical to the success of the ML application.

To understand the challenges of building label sets with iterative refinements, we conducted a for-

mative study with 4 ML practitioners with experience constructing label sets from scratch and identified

two major challenges. ML practitioners tended to iteratively develop the label set, yet found it challeng-

ing to collect large-scale, fresh-perspective feedback to improve the label set. Also, they found it di�cult

to confidently refine and decide on an optimal label set, due to many di↵erent aspects (e.g., clarity of

each label, distribution of the data, clear boundary between the labels) they have to consider along with

the uncertainty of each improvement decision.

To support collecting meaningful feedback and making informed decisions for refining the label set,

we propose the idea of inviting crowd workers to provide feedback about the label set from varying

perspectives. With the crowd as potential users of the deployed model, having the crowd’s collective

opinions and suggestions on the ML practitioner-built label set will guide the refinements. Analyzing the

opinions and suggestions will help ML practitioners make a more confident and knowledgeable refinement

to the label set.

To explore the proposed idea, we propose DynamicLabels, a novel system that supports ML practi-

tioners to iteratively construct their label set with label feedback collected from the crowd. When an ML

practitioner provides an initial version label set, crowd workers produce feedback by annotating with the

1



ML practitioner’s label set and making their own label set with the assigned data through the feedback

collection interface. With the collected label feedback and suggestions, the ML practitioner is provided

with multiple-aspect analyses of the feedback and a playground to test and iterate on their label set in

the label set refinement interface.

We conducted a 2-day within-subjects study comparing DynamicLabels with the baseline anno-

tation system to examine how DynamicLabels supports an informed label set refinement with crowd

feedback. 16 ML practitioners built two label sets using two types of datasets (natural scene images and

event fliers) to construct and refine two label sets through a round of iteration. The feedback collec-

tion interface of DynamicLabels enabled collecting large-scale, diverse feedback from the crowd, which

participants identified as meaningful and useful. The refinement interface of DynamicLabels enabled a

high-level understanding of the feedback, encouraged flexible refinements to be made, and supported a

structured refinement process. In addition, it helped the participants spot possible issues and examine

various refinement options. The crowd feedback helped the participants in understanding the crowd’s

perspectives and the weaknesses in their label set, and in making refinements. We also discuss how

DynamicLabels can support various types of data as well as the goals of ML practitioners. In addition,

we suggest further utilization of the crowd feedback in making better-informed decisions and discuss how

DynamicLabels supports the construction of a user-centered model.

Our contributions are as follows:

• DynamicLabels, a system that supports ML practitioners’ label set construction process with crowd

feedback and feedback analysis. DynamicLabels consists of a feedback collection interface that

collects annotation and label suggestions on the ML practitioner-built label set, and a label set

refinement interface that supports ML practitioners to make comprehensive refinement decisions.

• Findings from a within-subjects study that compares DynamicLabels with a baseline system using

two datasets, which shows that DynamicLabels supports an exploratory and structured refinement

process, as well as in-depth analysis of how participants utilized crowd feedback in making label

set refinements.
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Chapter 2. Related Work

To situate our research, we review previous work related to label set construction, crowdsourcing

feedback, and data-driven decision support. We first investigate challenges and issues in the label set

construction process. Then, as we propose a system empowered by the crowd, we discuss how crowd-

sourcing is utilized to support experts. In the end, we review the decision-making support enabled by

large-scale data.

2.1 Label set construction

When trying to train a model for their own task, an ML practitioner should examine existing data

and construct a set of labels. When there are no external references, constructing a label set is more

challenging as there is no standard in categorizing contents for a multi-class label set. One commonly

used approach is applying clustering algorithms such as LDA [3] and EM with GMM model [4]. These

algorithms work in an unsupervised manner and categorize data points to compose clusters. However,

these algorithms are mostly limited to numerically represented structured data. When the data contents

are complicated and unstructured, other additional numerically abstracting algorithms or models are

required to use these algorithms. Furthermore, they often fail at achieving reliable performance because

these algorithms may not work perfectly, and also machine-generated clusters may not have appropriate

representations or labels for human understanding.

To mitigate the issues from machine-generated label sets, previous work has invited humans to

participate in the label set building process [5, 6, 7, 8]. Cascade [5] presents a crowdsourcing workflow

where workers provide suggestions and vote for the best descriptions over iterations, to generate reliable

categories with the crowds. Deluge [6] employs a group of crowd workers to collaboratively produce

a taxonomy comparable to that of experts. Alloy [7] suggests a human-machine hybrid workflow to

cluster text clips. A machine categorizes the text clips leveraging the salient keywords identified by

crowd workers, then they put additional e↵ort into clustering machine-failed clips. Revolt [8] leverages

disagreement of crowds’ annotation on a data instance to build label sets. Based on the crowds’ response

in the annotation step, they generate an accurate and high-coverage label set.

In this work, we extend from prior works supporting the label set construction process through crowd

feedback and support the iterative label set construction process with the crowd. Prior works involving

the crowd to create and categorize labels or taxonomies either only utilize the crowd to create the final

product without the intervention of the expert or the ML practitioners or do not involve the expert or

the ML practitioners to utilize the crowd work to make iterative refinements. In DynamicLabels, we give

the ML practitioner the main authority in constructing the label set, and have the crowd support the

process by producing feedback based on the ML practitioner-built label set.

2.2 Utilizing the crowd to support expert work

We define the label set construction as an open problem where no one best solution exists, so o↵ering

a diverse range of responses would help ML practitioners find an optimal label set satisfying their needs.
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Previous studies have shown that crowd inputs can help expert work by providing feedback on their

work [9, 10, 11] and inspiration for improvements [12, 13, 14].

There exists previous work that leveraged crowd input as feedback to expert work. Voyant [9]

collected structured crowd feedback on visual designs by providing five feedback types to the crowd.

ProtoChat [10] collected multiple levels of feedback including utterance-level feedback and overall con-

versation feedback by asking questions while testing the conversation. CrowdCrit [11] introduced key

sources in visual design for the crowd to refer to in making a critique, in order to collect detailed and

actionable feedback.

Some previous work emphasizes the importance of incorporating crowd opinion in high-level con-

cept or design of a product whose end user is a wide range of the public. Sutton and Lawson [12]

proposed democratizing emoji design and selection by reflecting on how the public recognizes and uses

emojis. Brambilla et al. [13] proposed a collaborative development process of Domain-Specific Modeling

Languages (DSMLs) in which end users and crowd workers are invited to provide feedback on diverse

concepts of the language.

The feedback collection interface in DynamicLabels is designed to collect a wide range of crowd

feedback on a label set designed by the ML practitioner. DynamicLabels collects crowd annotations which

can illustrate potential problems with the ML practitioner-built label set, such as confusion between labels

or limited coverage of the label set. At the same time, by asking crowds to design their own label set,

DynamicLabels collects diverse perspectives regarding the dataset.

2.3 Data-driven decision-making support

In order to make an informed decision based on crowd feedback, ML practitioners need to un-

derstand the feedback thoroughly. Much previous work has explored ways to present data in a way

that users can easily comprehend and utilize. Voyant [9] automatically generates a word cloud with

the collected feedback to make the feedback more helpful to users. Decipher [15] aggregates multiple

feedback and provides a visualization tool to help the feedback interpretation process. Mudslide [16]

helps teachers interpret the students’ muddy points by visualizing students’ feedback on lecture slides.

Some studies have emphasized the importance of presenting a multi-faceted data analysis beyond ag-

gregation. OpinionSeer [17] provides analysts with an interactive opinion visualization to easily explore

the mined opinions. Kairam and Heer [18] used clustering techniques to leverage disagreement between

crowd workers and showed that identified patterns could illustrate the worker characteristics as well as

potential task problems.

Data-driven decision-making also enables users to consider various alternatives before making a

decision. For conference session scheduling, Cobi [19] uses preference and constraints data on papers and

sessions and presents the preview of changes in the number of conflicts for each move or assignment action

that users consider. ConceptVector [20] supports an interactive construction of lexicon-based concepts

by showing relevant documents and keywords regarding concepts the user considers. In designing a

content-based image retrieval system for pathologists, Cai et al. [21] introduced tools that users can

refine the image search by region, example, and concept.

The label set refinement interface of DynamicLabels presents varying levels of crowd feedback,

ranging from raw crowd annotation to estimated coverage and confusion, so that users can consider

diverse aspects of the label set simultaneously. Also, users can preview the consequence of each change

before making a refinement and construct and compare multiple versions of the label set.
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Chapter 3. Formative Study

To understand the current practice and challenges of ML practitioners in building and refining label

sets in iteration-required situations, we conducted hour-long interviews with four ML practitioners. The

participants had experience constructing label sets from scratch for multi-class classification models, as

well as building training datasets and ML models. During the interview, we asked questions regarding

their experience, the aspects they consider important in a label set, and the challenges and needs in

constructing and refining label sets. After the interview, we used thematic coding to induct codes

for each question. While our number of participants was relatively small (n=4), we were able to see

repeatedly occurring themes.

3.1 Practice & Challenges

During the interview, all participants described label set building as one of the most challenging

processes in constructing a training dataset, as the process involves coming up with an entirely new

taxonomy on their own, including a set of clearly described labels as well as detailed descriptions of each

label. Unlike constructing label sets in domains that already have an established label set or domain

experts to rely on, they described the construction process in domains without external reference as

“more ambiguous, less predictable, and time-consuming” (P3).

The participants described their practice of iteratively refining the label set as going through verify-

refine cycles. In the beginning, the ML practitioners first sample a small proportion of the data to

construct an initial version of the label set. Then, they sample a larger amount of data and use the data

to annotate with the label set. By looking at the annotations made, they decide whether the current

label set is clear and appropriate to construct label sets and models. In the earlier feedback loop, this

is primarily done by the main person in charge, but with an increased number of sampled data, it is

also common to ask other ML practitioners in the team or recruit annotators to verify the label set.

When the feedback from the verification issue shows issues with the label set (e.g., too many incorrect

annotations, mixed use of certain labels), the participants then make refinements to address the issues.

They mentioned that this cycle continues until no critical issues are found in the label set, then proceeds

to dataset building, which involves annotating the data.

The participants also emphasized the importance of building a robust label set that can prevent

latent issues. The issues include wrong annotations made due to a misunderstanding of the label set,

biased dataset construction, or even failed user interaction with the model. The issues often lead to poor

quality of the model and bad user experience in the deployment stage. While some issues can be handled

on the model side using existing techniques such as data augmentation, sometimes starting again from

scratch is costly but inevitable. When the issue is detected too late and is impossible to begin from

scratch, they sometimes adjust the model to fit the dataset due to the cost of the label set and dataset

construction. Thus, they mentioned that having a robust label set is important for later stages. Some

additional important aspects of the label set mentioned include adhering to the client’s request, ensuring

generalizability against many tasks, making clearly distinguished labels, being easily mutable, etc.

We also identified three major challenges ML practitioners face in the label set construction process,

which we describe in detail below.

5



C1: Lack of helpful feedback to improve the label set

To improve their label set, it is common for ML practitioners to go through multiple feedback loops

– by themselves, within a team of ML practitioners, or with a group of annotators. The most prevalent

way to collect feedback on the label set is by trying out annotations using the constructed label set

and spotting problematic data that cannot be covered or those that can be annotated using multiple

labels. With the spotted data, the ML practitioner would make refinements to the label set until they

are convinced that all uncaptured data can find a label and no data causes confusion.

While this approach helps in collecting problematic data and making refinements such as including

edge cases or adding additional descriptions to the labels for exceptions, the participants mentioned

the limited help that annotations can provide. When the annotation is done by the ML practitioner

themselves or their team members, it is more di�cult to spot uncovered or conflicting data as the

annotations are made from similar perspectives and they know the labels and their meanings too well. P4

mentioned that “even if they go through multiple iterations within the team, there are always unexpected

questions asked by the annotators.”

To get a fresh perspective on the label set, ML practitioners sometimes recruit external annotators

to verify it through annotation. This is more e↵ective than having the team annotate as the problematic

data are collected based on the annotator’s perspective However, often the ML practitioners “end up

adding a bunch of rule-based descriptions” (P2), which results in ine�ciency and confusion for the

annotators in making the training dataset later. P4 also mentioned that “they could understand that

certain labels are misleading or conflicting through annotations, but sometimes are unsure of how to

make the right refinements.” In addition, recruiting external annotators to perform annotation can be a

troublesome and costly process.

C2: Di�culty in comprehending meaningful insights from the feedback

As mentioned previously, constructing an optimal label set is di�cult due to the many aspects (e.g.,

clear distinction of the labels, clear description of the labels) and multiple stakeholders (e.g., annotators,

the requester of the model, users of the model) that need to be considered at the same time. While each

ML practitioner has a set of criteria they consider important, there is no clear guideline on making an

optimal label set, making it di�cult for them to decide on the best label set.

This complex nature of label set construction inherently makes extracting meaningful insights from

feedback di�cult. When feedback about a label set is collected in the form of issues or annotation

results, ML practitioners need to examine each piece of feedback and organize them to come up with a

concrete revision item. However, it is challenging for them to both find critical feedback from a bunch

of collected feedback and group them into a meaningful revision item. More specifically, P2 mentioned

that “edge cases that lead to adding a description is relatively easy, while [those] that lead to a change

in hierarchical structure and definition is very di�cult to spot and decide.” For conflicting labels, the

participants mentioned that when annotators use a di↵erent label than their original intention, they

know that something is confusing. However, it is di�cult to decide whether the situation is common and

whether changes should be made to the labels.

C3: Di�culty in utilizing the insights to make satisfactory changes

After ML practitioners organize key insights from the feedback, they need to apply the insights to

modify the label set. Understanding the insights does not mean that a suitable modification can be made
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to the label set, as a complex set of criteria must be considered when making changes. As a result, ML

practitioners are often not sure about their changes and their consequences.

ML practitioners try out approaches to increase certainty in the decision-making process such as

discussing with a team of ML practitioners. However, this is largely ine�cient in that it is time-consuming

and di�cult to reach a consensus due to the di↵erent opinions each ML practitioner holds. Even when a

consensus is reached, there is no guarantee that the decision is optimal. The only way to check whether

the decision is optimal or not is by getting to the later process of the ML model construction process

(e.g., dataset construction, model training) and see if any issues occur. Participants struggled to choose

the right moment to proceed to dataset construction, and mentioned that “[they are] afraid that the

label set will end up creating issues later in the model building process” (P3).

3.2 Design Goals

Based on the interview results, we came up with the following design goals for a system that addresses

the challenges ML practitioners face in iteratively building and refining label sets.

DG1: Collect helpful feedback on the label set from the crowd

ML practitioners identified a need for collecting nutritious feedback in their label set construction

process to find problems in the label set and make appropriate refinements. Specifically, during the

interview, the participants mentioned the need to receive feedback from fresh perspectives, that more

actively suggest possible changes, and on a larger scale to address as many issues as possible. Through

crowdsourcing, a group of people having fresh, diverse perspectives can be recruited to collect large-scale

feedback on the label set. In addition, the crowd can also provide their own labels as suggestions to

support the refinement process as well.

DG2: Provide multi-aspect analysis to derive meaningful insight

One major characteristic of label set construction is that there is no single set of criteria for an

optimal label set. Because of that, ML practitioners face di�culty interpreting and obtaining meaningful

insight from the feedback they collect during construction. During the interview, participants stated that

they mainly get the sense of problematic labels by seeing edge cases and conflicting labels, which can

also be presented to ML practitioners. Similarly, showing the collected feedback in multiple aspects

(e.g., highlighting conflict, showing edge cases, providing summary) can support ML practitioners to

thoroughly understand the feedback and extract the ones that are valuable to improving the label set.

DG3: Help understand possible changes and consequences in the label set

Even after extracting meaningful insights from the feedback, ML practitioners struggle to make

confident changes to the label set due to the uncertainty of their action consequence. Actively supporting

ML practitioners with possible label candidates or showing them the consequence of the label set with

the changes will help the refinement process be more informed and confident, and will motivate them to

quickly test and try out multiple versions of the label set.
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Chapter 4. Proposed System: DynamicLabels

We present the design of DynamicLabels, a system that aims to support ML practitioners’ label

set construction. DynamicLabels supports iterative refinement of the label set through two separate

interfaces: the feedback collection interface and the label set refinement interface. The former

is provided to the crowd workers to collect annotations and label suggestions on the ML practitioner-built

label set, and the latter is provided to the ML practitioners to refine their label set with multiple analyses

of crowd feedback. The label set construction workflow and the role of each interface in DynamicLabels

are described in Figure 4.1. In DynamicLabels, label sets are constructed in tree form (Refer to Fig. 6.2),

consisting of labels and groups to group the labels.
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Figure 4.1: A label set construction workflow using DynamicLabels. The initial label set of the ML

practitioner is given to crowd workers with the feedback collection interface. The collected feedback is

presented to the ML practitioner with the label set refinement interface to refine their label set.

4.1 Feedback collection interface

For the crowd workers to use the feedback collection interface, the practitioner needs to have a

constructed label set beforehand. This is similar to the standard practice in real-life settings, in that the

practitioners first build an initial version label set before going through iterations.

In the feedback collection interface, the crowd is asked to provide feedback through two phases:

(1) providing label suggestions by making the crowd’s own label set and (2) annotating with the ML

practitioner-built label set (Fig. 4.1-Feedback Collection Interface). We collect two types of feedback;

passive (annotation results) and active (new label creation as suggestions), where an active suggestion

is collected in addition to the annotations (the current practice in collecting feedback) to collect diverse

perspectives on the label set. To prevent biases, we ask the crowd to build their own label set before
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annotating with the ML practitioner-built label set.

4.1.1 Phase 1 - Providing label suggestions by making the crowd’s own label

set

Crowd workers are asked to proceed to the Phase 1 task: creating their own label set (Fig. 4.2).

The workers are first asked to take a look at 30 assigned images (Fig. 4.2-b) and come up with a set of

labels (Fig. 4.2-a). Then, they are instructed to use the labels to make annotations (Fig. 4.2-c).

a

b c

Phase 1: Make and Annotate with Your Label Set

Figure 4.2: Phase 1 of the feedback collection interface. The crowd workers are instructed to check the

assigned images through (b) a grid of images on the bottom left and make their own label set on the

(a) top component by adding, revising, and deleting the labels. For created labels, they can select the

images in (b) to annotate the images, which will show up in (c), under each label.

4.1.2 Phase 2 - Annotating with the ML practitioner-built label set

The crowd workers then proceed to the next phase and use ML practitioner-built label set to annotate

the same 30 images (Fig. 4.3). In addition to the ML practitioner-built label set (Fig. 4.3-a), the workers

are provided with an additional others label to annotate images that do not fit into the provided label

set to spot edge cases. For each image labeled with others , the workers are asked to provide a brief

reason (Fig. 4.3-d) to justify their choice.

4.1.3 Post-processing of crowd feedback

We post-processed the crowd annotations and crowd-made labels to extract meaningful information.

First, to avoid suggesting redundant crowd-made labels, we merged multiple crowd-made labels into one

if they are identical after stemming and lemmatizing.

As each crowd worker makes their own labels based on 30 images, the number of crowd annotations,

or the number of images, for each crowd-made label is limited to 30 at most. To help ML practitioners

better estimate the coverage and potential confusion of crowd-made labels, we established extended

annotation for crowd-made labels. We first made similarity relationships between crowd-made labels
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a

b c

d

Phase 2: Annotate with Another Label Set

Figure 4.3: Phase 2 of the feedback collection interface. The crowd workers are instructed to take a look

at the (a) ML practitioner’s label set and use the labels to annotate the (b) assigned images. Annotations

will show up in (c), under each label. For images annotated using the “others” label, the workers are

asked to provide a (d) brief reason each as an additional step.

and ML practitioner-made labels. For each crowd worker, we calculated the Jaccard similarity coe�cient

for each pair of a crowd-made label and an ML practitioner-made label, based on the crowd worker’s

annotation of 30 images for ML practitioner-made labels and crowd-made labels. For pairs with a

similarity higher than 0.8, we assumed that the crowd label and the ML practitioner-made label are

similar. Then, for each ML practitioner-made label, we filtered out images whose majority vote (of crowd

annotation) match the label and established extended annotation between those images and crowd-made

labels with high similarity with the ML practitioner-made label.

4.2 Label set refinement interface

When a su�cient amount of feedback is collected for each image, the ML practitioner can improve

upon their initial label set through the label set refinement interface. The interface (Fig. 4.4) has the

following components: Your label set, Overview, Detailed view, Crowd label view, and Saved label sets.

The interface supports reviewing and understanding the crowd feedback by showing three analyses of

the feedback (Fig. 4.4-b,c,d), and adopting the feedback to make necessary changes through crowd-made

labels (Fig. 4.5).

4.2.1 Showing varying levels of analysis for the collected feedback

When the ML practitioner enters the label set refinement interface, they can find their initial label

set on the top left, under “Your label set”. Right next to it is an overview (Fig. 4.4-b) that shows a

summary created with the crowd feedback. Inside the overview, we provide four metrics motivated by

the formative study, (1) Coverage: number of images with annotation, (2) Conflict: number of images

annotated with multiple labels, (3) Top conflicts: top 3 label pairs with the highest number of conflicts,

and (4) Unlabeled images: number of images without annotation to spot the main issue in their label
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d

e

Crowd Label View

Figure 4.4: Overview of the label set refinement interface. The (a) current version label set is displayed

at the top left, along with an (b) overview of the collected feedback. By clicking the labels in (a) or top

conflicts and unlabeled images in (b), the ML practitioner can see a (c) detailed view. On the bottom

right, you can see the (d) crowd label view. During the refinement, you can save di↵erent versions of the

label sets, which are displayed through the (e) saved label sets.

set. The metrics are re-calculated when any changes are made to the label set. These metrics help

ML practitioners understand how each label would be perceived and understood by the crowd and the

coverage of labels as a set.

In addition, for the ML practitioner to understand the collected annotation in detail, the they can

select label(s), top conflicts, or unlabeled images to see a detailed view (Fig. 4.4-c). Here, the ML

practitioner can see images annotated with the selected label(s) (current label set), images annotated

using the conflicting labels (top conflicts), or images that are not labeled (unlabeled images) on the left.

On the right, they can see possible refinement suggestions – a list of crowd-made labels which overlaps

the most with the selected set of images.

On the bottom right, the ML practitioner can explore refinement options, through an analysis of

the crowd-made labels through the crowd label view (Fig. 4.4-d). DynamicLabels shows crowd-

made labels in two di↵erent aspects: (1) Most common labels and (2) Labels by each worker. The Most

common labels component shows the top 10 frequently-made crowd labels, and the Labels by each worker

component show a list of crowd-made label sets, sorted by the number of labels made.

4.2.2 Providing refinement support with crowd-made labels

To support a more informed refinement, we allow ML practitioners to make additions or replacements

to their label set using crowd-made labels. The refinement actions can take place from refinement

suggestions or labels by each worker, which we illustrate in Figure 4.5.

If the ML practitioner wants to apply refinement suggestions, they can select the suggested label

and choose to replace with or add the suggested label(s) to their current label set. They can also add
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the suggested labels for images with top conflicts or no labels.

On each refinement action, we display the action consequence modal (right of Fig. 4.5), where

the change in the overview (the number of labels, coverage, conflict) is shown before making the change.

After looking at the modal, the ML practitioner can decide whether to apply the refinement or not.

In addition to the detailed view, the ML practitioner can add crowd-made labels individually through

the Crowd label view component (Fig. 4.4-d). The same action consequence modal is shown for this

refinement as well.

The ML practitioner can also directly add new labels, edit existing labels, or delete existing labels

(Fig. 4.4-a). For adding and editing labels, no changes are made to the overview as no crowd annotations

are added to or removed.

b

c

a

#1: Applying crowd-made labels from Detailed View

#2: Applying crowd labels from Crowd Label View
Crowd Label View

Figure 4.5: Two possible ways to apply crowd-made labels to the current label set. In the top example,

the ML practitioner can select (a) two labels in the current label set ( city and countryside ) to see a

detailed view. From the refinement suggestions in the detailed view, the ML practitioner can (b) select

crowd-made labels ( Manmade ) and click on the action (replace) to trigger the action consequence modal

and make refinement decisions. In the bottom example, the ML practitioner can (c) click the plus icon

next to the crowd-made label ( Organisms ) to add the label, which will trigger the action consequence

modal.

4.2.3 Creating and exploring multiple label set candidates

On the bottom left corner, there is a saved label sets component, which enables version control

of the label sets. With the buttons provided, the ML practitioner can go back to the initial version label

set, save a new version label set, or update the current version label set.
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Chapter 5. Evaluation

We conducted a 2-day study with 16 ML practitioners to investigate how DynamicLabels assists the

ML label set construction process. We conducted a within-subjects study to minimize e↵ects coming

from ML expertise and label set/dataset construction experience.

Through the study, we aimed to answer the following research questions:

1. Can crowd workers produce helpful feedback with the feedback collection interface?

2. How do ML practitioners use crowd feedback to refine their label sets?

3. How do ML practitioners use DynamicLabels to make informed refinement decisions?

For the first question, we compare DynamicLabels of the collected feedback with that the baseline

system (Described in Section 5.2.2). For the latter two questions, we compare and additionally explore

how ML practitioners utilized crowd feedback and the refinement interface through our suggested system.

5.1 Participants

We recruited 16 participants by making an open call in several universities’ online communities and

social media targeting ML practitioners. Participation was limited to those with experience (1) manually

constructing or utilizing label sets for ML models and (2) conducting industry or research projects using

multi-class classification models, which require label sets with multiple labels.

Among 16 participants, 3 were undergraduate students, 7 were graduate students, and 6 were

industry workers. Out of them, 14 out of 16 participants had experience manually building label sets,

and 7 of them indicated that they had experience building label sets from scratch. Each participant was

compensated KRW 120,000 ($94.00) for a total of 4.5-hour 2-day participation.

5.2 Study Setup

5.2.1 Task and Datasets

For the study, we asked participants to design a label set for a multi-class classification model. We

selected two types of data: natural scene image dataset [22] and event flier dataset (manually collected

by the authors). We refer to the natural scene image dataset as scene and the event flier dataset as flier

from below. We chose datasets that do not require a high level of domain ML expertise to understand in

order to ensure that the crowd can understand and provide quality feedback. We selected two datasets

that vary in their modality, scene having images only, and flier having images and texts.

From each dataset, we randomly sampled 200 images for the study. Among the 200, we randomly

selected and used 50 images for the initial label set construction. All 200 images were used in the

feedback collection and refinement stage. The two numbers (50 and 200) were decided based on the

common practice taken from the formative study, where practitioners mentioned that they would go

through the first iteration with hundreds of data.

13



5.2.2 Baseline System

Our baseline system (Figure 5.1) is designed based on the verify-refine feedback loop that ML

practitioners described during the formative study, where (1) crowd workers annotate each image to

one of the ML practitioner-designed labels, and (2) the raw annotations and majority voting results

are presented in the refinement phase as in Figure 5.1. We designed the baseline system to follow the

common practice of verifying and refining label sets – through annotation – but made it more competitive

as we collect larger-scale feedback through crowdsourcing compared to the standard practice. The main

di↵erence between DynamicLabels and the baseline system is (1) collecting active feedback through

crowd-made labels and (2) supporting the understanding and refinements with feedback through analysis.

Figure 5.1: How the feedback was provided to the practitioners in the refinement interface of the baseline

system. On the (a) label view, the user can see each label with images whose majority winner is the

label and those without majority winners. On the (b) image view, the user can see raw annotations and

majority voting results for each image. The (c) majority label column on the image view can be clicked

to sort or filter results.

5.2.3 Task Procedure

The main task of the study was to construct a label set based on 200 images for each dataset. Each

participant conducted the task using baseline condition for one dataset and DynamicLabels condition

for the other dataset. The order and the image types assigned to the conditions were counterbalanced.

The study was conducted in two sessions to simulate a single iteration of the label set construction

process. In the first session, the participants were asked to create an initial version of the label set

with 50 images. Constructed label sets were used to collect crowd feedback (DynamicLabels) or crowd

annotation (baseline) for 200 images. In the second session, the participants were asked to refine their

label set with the crowd feedback (DynamicLabels) or the crowd annotations (baseline) collected. We
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describe the study procedure in Figure 5.2.
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Figure 5.2: Tasks and procedure for each session. In session 1, each participant creates two initial label

sets for each dataset. The label sets are given to the crowd workers to collect annotation or feedback

depending on the condition. In session 2, the participant refines their label set with the collected crowd

data presented.

In session 1, the participants were first introduced to the background of the research and the study,

then were asked to describe their experience and challenges in constructing label sets. Afterward, they

were asked to construct two initial version label sets with 50 images based on an imaginary classification

model in mind for each dataset. The label set construction was done in an interface we implemented,

in which participants could make labels and groups in the form of nodes, similar to phase 1 of the

feedback collection interface in Figure 4.2. After each label set construction, we asked the participants

to fill out a 7-scale Likert scale survey regarding the construction process. After the participants finished

constructing the two initial version label sets, we conducted a semi-structured interview regarding the

construction process, the challenges in the process, and the participants’ expectations of crowd feedback.

In between sessions 1 and 2, we collected crowd feedback (DynamicLabels) and annotations (base-

line) on the label sets that participants constructed. The feedback and annotations were collected through

Amazon Mechanical Turk 1. For each label set, we recruited 34 crowd workers, and each image was an-

notated by five di↵erent workers. Each worker was assigned 30 images with a 24-image overlap with the

previous worker. The workers were paid $8.0 per hour for their work. We limited participation to U.S.

workers who had completed at least 1000 HITs with an approval rate of at least 97%.

In session 2, the participants were first asked to conduct a brief data evaluation for the crowd

feedback and the annotations collected. They were instructed to look at the raw data of the collected

feedback/annotation for about 5-10 minutes each and were asked to fill out a 7-scale Likert scale to

evaluate the helpfulness of the collected data. Followed by an explanation of the refinement interface

for either condition, the participants were asked to make refinements to their label set using 200 images

and the collected feedback/annotations. After each refinement task, we asked the participants to fill out

a 7-scale Likert scale survey regarding the refinement process. Then we conducted a semi-structured

1https://www.mturk.com
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interview with the participant regarding the overall refinement, how they utilized the collected crowd

feedback/annotation, how they utilized the features in the refinement interface, and their opinions on

the refinement process and the final label set. After completing the two refinement tasks, we conducted

a structured interview with a focus on comparing the refinement process and the refinements they made

using the DynamicLabels and the baseline system, and on their overall experience in utilizing the crowd

feedback and the refinement interface to refine their label sets.

5.3 Measures

Throughout the study, we collected a wide range of data from both the participants and the crowd:

crowd annotations, participants’ session 1&2 label sets and refinement logs, task observations and inter-

view responses, and survey results on crowd feedback/annotation and label set construction & refinement

process. We describe how we analyzed crowd annotations, participants’ refinement logs, and interview

responses to answer our research questions.

Crowd annotations. We measure the collected crowd feedback in terms of diversity, helpfulness,

and quality. We use the total and unique number of crowd-made labels to measure the diversity, and

survey and interview responses on crowd feedback/annotation to measure the helpfulness.

As a quality measure, we measured the accuracy of crowd annotations. We first filtered out workers

who showed clear trolling behavior. Out of 1,073 workers, 52 workers who used two or fewer ML

practitioner-made labels to annotate 30 images or made labels that are out of context (e.g., making

jacket or example1 in flier) were excluded. Then, we randomly sampled 2,000 crowd annotations for

participant-made labels (500 for each dataset and condition) and 1,000 crowd annotations with crowd-

made labels (for DynamicLabels condition, 500 for each dataset) among 47973 annotations in total. With

3,000 sampled annotations, two of the authors coded if each annotation was correct.

Refinement actions. We extracted each participant’s refinement actions by analyzing the session

logs and recordings. Action logs made from exploratory use of the system or correcting typos were

excluded during the extraction. Then we categorized each refinement action into seven categories: three

label changes (add, revise, delete), one description-level change, and three group-level changes (add,

revise, delete).

There were cases that a set of multiple refinement actions were made to achieve one high-level

refinement, such as split and merge. For example, P15 deleted the label education , added new labels

job/career and books , and added new group education . The high-level goal of these actions was to split

the label education into job/career and books . To analyze such high-level refinement actions made by

participants, we grouped refinement actions made for one high-level split and merge refinement. Three

of the authors analyzed three (out of 32) sessions together and then analyzed the remaining sessions

individually.

We also coded whether each refinement action was made based on crowd-made labels. In addition

to the cases in that participants directly used (added or replaced) crowd-made labels, we also marked

down the cases in which participants adopted crowd-made labels or descriptions to make a new label.

Interview responses and session observations. Participants’ think-aloud and interview re-

sponses were transcribed and analyzed through an open coding process, followed by focused coding.

Two authors individually developed themes by open coding and then conducted focused coding to col-

lapse or narrow down the developed themes.
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Chapter 6. Results

We first present an overview of the study results and then discuss the result analysis of each RQ in

detail. The overview presents descriptive statistics of the label sets that participants made in sessions 1

and 2, refinements made in session 2, and the crowd labels and annotations collected for each participant’s

session.

6.1 Descriptive Statistics

Label set construction and refinements

In session 1, the participants constructed an initial label set with 50 images. The median number

of labels was 7 (min: 3, max: 11) for scene and 9.5 (min: 4, max: 14) for flier. The initial label set

construction on average took 21.4 minutes (�=6.8) for scene and 41.9 minutes (�=16.4) for flier.

In session 2, the participants refined their label set using the crowd annotations (baseline) or feedback

(DynamicLabels) collected with 200 images. Table 6.1 shows the median number of labels and groups

in the initial and revised label sets, and the number of net changes made in the labels and groups for

each condition and dataset. Participants generated more labels with flier dataset (median: 9.5 with

min: 4, max: 14) than with scene dataset (median: 7 with min: 3, max: 11). However, within each

dataset, there was no statistically significant di↵erence in the number of generated labels, groups, and

net changes in labels between conditions.

Participants spent significantly more time refining the label sets with DynamicLabels than baseline

and with event than with scene (two-way repeated ANOVA, F=8.38 with p¡0.05 between conditions and

F=4.84 with p¡0.05 between datasets). With scene dataset, participants spent 16.8 (�=10.6) minutes

for the baseline and 19.5 (�=11.4) minutes for DynamicLabels to refine their label sets, respectively. For

the flier dataset, the average time spent was 17.4 (�=13.1) minutes for the baseline and 32.4 (�=16.3)

minutes for DynamicLabels.

Natural Scene Event flier

Session 1
Changes (net)

Session 2 Session 1
Changes (net)

Session 2
Added Deleted Revised Added Deleted Revised

Baseline
# of labels

Median

[Min, Max]

6

[3, 10]

1.5

[0, 6]

1

[0, 7]

2.5

[0, 5]

7

[3, 10]

9

[5, 16]

1.5

[0, 8]

1.5

[0, 9]

2

[1, 6]

8.5

[6, 13]

# of groups
Median

[Min, Max]

1

[0, 6]

0

[0, 1]

0

[0, 1]

0

[0, 1]

1

[0, 6]

0

[0, 4]

0

[0, 3]

0

[0, 2]

0

[0, 2]

0

[0, 3]

DynamicLabels
# of labels

Median

[Min, Max]

7

[5, 11]

2

[0, 4]

3

[0, 1]

0.5

[0, 4]

7

[5, 10]

9

[4, 14]

2

[0, 6]

1.5

[0, 4]

1.5

[0, 10]

10

[6, 15]

# of groups
Median

[Min, Max]

0.5

[0, 4]

0

[0, 2]

0

[0, 1]

0

[0, 0]

0.5

[0, 4]

0

[0, 1]

0

[0, 3]

0

[0, 1]

0

[0, 0]

0

[0, 3]

Table 6.1: Median number of labels and groups made in Sessions 1 and 2 and the median number of

net changes in the label set, for each dataset and condition. Participants created label sets with more

labels and a higher range in flier compared to scene, while there was no di↵erence in the labels, groups,

and net changes between DynamicLabels and baseline.

Table 6.1 shows the median number of refinement actions made by participants in each condition for

each dataset. With the baseline, a median of 8.5 (min: 2, max: 24) and 9.5 (min: 2, max: 23) refinement
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actions were made by participants scene and flier datasets, respectively. With the DynamicLabels,

participants made a median of 7 (min: 0, max: 25) and 11 (min: 5, max: 15) refinement actions

for scene and flier, respectively. The specific refinement actions made by each participant under each

condition are shown in Figure 6.1. Figure 6.2 shows an illustrative example of label set refinement made

with DynamicLabels.

Label Description Group
Total

Add Delete Revise Revise Add Delete Revise

Natural Scene
Baseline

1

[0, 5]

0

[0, 6]

2.5

[0, 8]

3.5

[0, 9]

0

[0, 1]

0

[0, 1]

0

[0, 1]

8.5

[2, 24]

DynamicLabels
2

[0, 8]

2

[0, 9]

1.5

[0, 6]

0.5

[0, 2]

0

[0, 1]

0

[0, 1]

0

[0, 0]

7

[0, 25]

Event Flyer
Baseline

0.5

[0, 8]

1.5

[0, 5]

3

[1, 9]

1

[0, 7]

0

[0, 3]

0

[0, 4]

0

[0, 0]

9.5

[2, 23]

DynamicLabels
2.5

[0, 5]

1.5

[0, 8]

1

[0, 5]

3

[0, 11]

0

[0, 1]

0

[0, 2]

0

[0, 0]

11

[5, 15]

Table 6.2: Median number of refinement actions made by participants in each condition for each dataset

(Median [Min, Max]).

Participant

Natural Scene Images

Participant

Event Flyers

# of Group # of Labels # of Groups # of Labels

Session 1 Add Delete Revise Session 2 Session 1 Add Delete Revise Session 2 Session 1 Add Delete Revise Session 2 Session 1 Add Delete Revise Session 2

Baseline

P1 6 0 0 0 6 10 2 2 5 10 P3 0 0 0 0 0 13 3 8 2 8

P2 2 0 0 0 3 8 3 1 3 10 P4 2 2 1 0 1 7 1 2 5 6

P5 0 0 0 0 0 3 0 0 3 3 P7 0 0 0 0 0 5 1 0 1 6

P6 0 0 0 0 0 5 1 0 1 6 P8 0 0 0 0 0 9 0 1 1 8

P9 0 0 0 0 0 5 3 1 2 7 P11 4 0 0 0 3 16 4 9 2 11

P10 2 1 1 0 2 9 6 7 0 8 P12 0 0 0 0 3 6 8 3 2 11

P14 0 0 0 0 0 4 0 0 4 4 P13 0 0 0 0 0 9 0 0 6 9

P15 2 0 0 1 2 7 1 2 2 7 P16 0 1 1 0 0 12 2 1 1 13

Dynamic 
Labels

P3 1 0 0 0 1 7 0 0 0 7 P1 0 0 0 0 0 14 3 2 0 15

P4 2 2 1 0 3 8 4 3 2 9 P2 0 3 0 0 3 14 1 0 10 15

P7 0 0 0 0 0 11 2 3 1 10 P5 1 0 1 0 0 7 2 2 0 7

P8 0 0 0 0 0 7 1 3 1 5 P6 0 0 0 0 0 11 2 3 1 10

P11 2 0 0 0 2 6 0 1 1 5 P9 0 0 0 0 0 11 0 0 3 11

P12 0 0 0 0 0 6 4 4 0 7 P10 0 1 0 0 1 6 4 0 2 10

P13 0 0 0 0 0 5 2 2 0 5 P14 0 0 0 0 0 4 6 4 0 6

P16 4 1 1 0 4 11 2 4 0 9 P15 0 1 0 0 1 7 2 1 3 8

Figure 6.1: Number of groups and labels in sessions 1 and session 2 for each participant in each data

type, and the number of groups and labels added/deleted/revised in between the sessions.

Crowd feedback

Between sessions 1 and 2, the crowd made annotations (baseline) or feedback – annotations and

label suggestions (DynamicLabels) using the feedback collection interface. Table 6.1 summarizes the

crowd feedback collected for a single label set. With the baseline system, 280 crowd workers made 8729

annotations for scene data and 272 crowd workers made 8190 annotations for flier data on average, using

a single ML practitioner-made label set. In addition, for DynamicLabels the workers made 179.75 labels

(72.13 unique labels) for scene and 199.25 labels (106.00 unique labels) for flier on average.

For the baseline task, the average time spent was 827.57 seconds (� = 1044.30) in scene and 1770.96

seconds (� = 1484.30) in flier. For the DynamicLabels task, the average time spent was 1269.08 seconds

(� = 1401.17) in scene and 2181.93 seconds (� = 1679.29) in flier. While the phase 1 task in Dynami-

cLabels can be more mentally demanding than the phase 2 task as workers have to come up with new
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spo!s

dance

music

education

a!s

social

pa!y

Session 1 Label Set Session 2 Label Set

spo!s

dance

events

education

a!s

social

books

music

job/career
education

Groups LabelsLabels

Add

Revise

Delete

Figure 6.2: An illustrative example of how one participant’s label set changed in sessions 1 and 2 (P15).

Two labels (education, social) are deleted, a label is revised (from social to events), and two labels

(books, job/career) are added and grouped with a newly added group (education)

labels on their own, the time spent is similar to or less than twice the time spent for the task in the

baseline system according to Table 6.1. We presume that this was because the workers utilized the same

set of images in phases 1 and 2 of DynamicLabels, decreasing the time needed to understand and become

familiar with the data in phase 2.

Natural Scene Event flier

Baseline DynamicLabels Baseline DynamicLabels

# of crowd labels - 179.75 [143, 206] - 199.25 [143, 229]

# of unique crowd labels - 72.13 [47, 92] - 106.00 [83, 137]

# of annotations with

crowd-made labels
- 969.38 [770, 1026] - 991.00 [813, 1031]

# of annotations with

ML practitioner-made labels
1053.63 [990, 1294] 969.25 [784, 1024] 1023.75 [1021, 1030] 989.63 [812, 1028]

Table 6.3: Average number of crowd feedback collected per single label set (Mean [Min, Max]): number

of crowd labels, number of unique crowd labels, number of annotations with crowd-made labels, number

of annotations with ML practitioner-made labels, for each dataset and condition.

6.2 RQ1: Can the crowd produce helpful feedback with the

feedback collection interface of DynamicLabels?

The crowd workers were able to annotate the images with moderate accuracy ranging between

69.18% and 90.52% and come up with diverse crowd-made labels. The participants perceived the crowd

data collected through DynamicLabels were helpful in refining the label set compared to the baseline

system. The collected annotations contained diverse perspective of the crowd, which was later utilized by

the ML practitioners to spot potential confusions, and the collected crowd-made labels from each worker

and a group of worker were both diverse, covering a wide range in coming up with both synonyms and
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possible labels within the domain (scene and flier).

Quality of Annotation

The accuracy of annotations with ML practitioner-made labels was 88.59% (scene), 69.18% (flier)

with the baseline, and 90.52% (scene), 72.88% (flier) with DynamicLabels. The accuracy of annotations

with crowd-made labels was 91.60% in scene and 73.40% in flier. Annotations in flier in both conditions

had lower accuracy than those in scene which could be interpreted as flier had more information (text

and illustrative visual objects) in a single image.

Diversity of Crowd-made Labels

A single crowd worker on average created 5.58 labels for scene and 6.18 labels for flier, summing

up to on average 179.97 labels (scene) and 199.25 labels (flier) created per each label set created by

participants. Crowd workers’ diverse viewpoints were captured in the label sets they created. For

example, one crowd worker made a label set consisting of night , building , hill , ocean , and road ,

while another crowd worker made a label set consisting of mountain , urban , coast , valley , ocean ,

forest , and rural when creating labels for scene dataset. After performing lemmatization on the crowd

labels, the average number of unique labels was 72.13 in scene and 106.00 in flier.

In follow-up interviews regarding the crowd feedback, participants noted that the crowd-made labels

helped them understand how crowd workers perceive and recognize the datasets in various ways. P15

commented that “through the crowd-made labels, I can see how people perceive and categorize the

datasets, which I cannot understand through looking at the consequent annotations.”

Perceived Helpfulness

All participants commented that the crowd feedback was meaningful and useful in making refine-

ments to the label sets. P14 was able to see a di↵erence in the crowd’s perception and their own definition

of the label by saying “I was able to see a di↵erence in my understanding and the crowd’s understanding

of the label, through seeing that the annotation is di↵erent from what I expected. However, this will be

helpful [to me in the refinement] as this tells me that my label is poorly defined.” Participants stated that

seeing the crowd-made labels for each image in DynamicLabels makes up for the di�cult-to-understand

annotations, functioning as reasons. For example, P12 was confused about why a running flier was not

being annotated as activity rather than sports , but understood the reason by seeing exercise and

yoga labels made by the workers.

Participants especially liked the various granularity of the crowd-made label sets in DynamicLabels.

P1 perceived di↵erent workers’ label sets as “an evolution of the label sets from the most general to

the most specific.” As participants examined the crowd-made labels, they were thinking about ways to

apply the labels to their own label sets.

However, there also exist participants not satisfied with the quality of the annotations due to trolling

behaviors of the workers. Also, some participants noted that having feedback on a larger scale (¿1000

data) would have been more helpful.
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6.3 RQ2: How do ML practitioners use crowd feedback to refine

their label sets?

The crowd feedback helped ML practitioners to (1) understand the crowd’s general opinions and

perspectives, (2) spot the weakness of their label sets, and (3) explore and apply the crowd labels to

their label sets. (1) and (2) were also visible in baseline through the crowd annotations, while (3) was

unique for DynamicLabels with the crowd-made labels.

Understanding the crowd’s general opinions and perspectives

Participants mentioned that they could observe both converging and diverging opinions of the crowd

in the crowd feedback. The collective opinions were visible through label suggestions or most common

crowd-made labels, and the participants compared their label set with the crowds’ labels to see the

similarity of their labels to the general crowd’s labels. P1 mentioned, “I was glad to observe the crowds’

perspective of the task through the crowd-made labels, which was similar to my perspective.” Further,

P16 said that “looking at the most common labels helps to deal with the ambiguity in constructing a

label set by oneself, and if there is a label that many crowd workers made, then that shows the necessity

of that particular label.”

In contrast, the participants also could observe the diverging opinions of the crowd in the collected

annotations and labels. While there were overlapping crowd-made labels, participants found the labels

to be overall diverging, which informed the participants how an image can be perceived di↵erently by

the workers. P13 said, “by looking at the crowd annotation results for labels and images I was unsure

of in session 1, I am more confident that my label set should be defined more clearly.”

Understanding the weakness of their label set

They were also able to realize the weaknesses of their label set through the feedback. This was

mostly done by looking at the actual annotated images using their label set. P2 commented, “I would

not have realized how poorly built my label set is without looking at the annotation results”, and changed

their label set entirely during session 2. A common weakness identified by participants was the lack of

good label descriptions, found by looking at the detailed view of each label, and ambiguous boundaries

between labels, found by looking at the top conflicts. P9 commented, in flier, that they “would not have

known that yoga fliers could fit into the ‘nature’ category without crowd annotations.” P9 modified the

description of the ‘nature’ category to only include plant and forest during session 2.

Exploring alternative labels and applying perspectives of the crowd

Participants were also able to incorporate more perspectives from the crowd into their label sets.

As DynamicLabels made crowd-made labels more visible throughout the entire refinement process, the

participants were able to easily refer to the refinement suggestions, most common labels, or each worker’s

labels. A big portion of adding/revising refinements (scene: 35.1%, flier : 29.0%) in DynamicLabels

utilized crowd-made labels. On the other hand, in baseline, no participants directly referenced crowd

expressions (reasons for others) in adding/revising labels.

Participants were also able to make more satisfactory refinements by referring to the crowd-made

labels in DynamicLabels. In baseline, participants eventually got a sense of the labels that needed to

be revised by extracting summative information from the annotation results, but the next challenge
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they faced was in making satisfactory refinements. Participants struggled to come up with satisfactory

label names, which led to more label name changes happening in the baseline system. For example,

in the baseline, P10 revised a single label three times, from snow to snow/glacier without mountain ,

extreme cold with snow and glacier , then to extreme cold with snow, glaciers, and mountains and explic-

itly said that the crowd-made labels would have been helpful to decide the label name.

As a result, participants made more changes in label name in the baseline (with a median of 2.5

for scene 3 for flier) than in the DynamicLabels (with a median of 1.5 for scene and 1 for event) The

di↵erence between conditions is statistically significant (two-way ART ANOVA [23, 24], F=5.34 with

p¡0.05).

6.4 RQ3: How do ML practitioners use DynamicLabels to make

informed refinement decisions?

Throughout the study, we were able to observe the distinctive benefits of DynamicLabels over

the baseline system in making more informed refinement decisions. When asked to compare the two

conditions on how they helped their refinement decisions, most participants (13/16) rated DynamicLabels

better than baseline. The results state that DynamicLabels supports (1) an understanding of the feedback

at a high level through metrics, (2) a more flexible refinement, and (3) a structured refinement process.

In addition, DynamicLabels (4) surfaces issues that might have been missed, and (5) supports ideation

and grants assurance.

Metrics support understanding of and refinement from the feedback

The most frequently identified strength of DynamicLabels was the existence of the metrics (coverage,

conflict) in the Overview component. The participants liked how the metrics summarized the collected

annotations and described the metrics as an e�cient and intuitive way to understand their label set

without looking at the raw data. P1 mentioned that, in the baseline, they had to make much more

judgments by themselves such as understanding the reason behind images with no majority winner,

deciding whether to change the label or not by estimating the expected e↵ect of the change, and verifying

whether the changes can fix the issues by going through the images again.

Among the metrics, the participants particularly found the conflict metric helpful and many (10/16)

aimed at reducing the number of conflicts during the refinement task. They complimented the intuitive-

ness of the metric, in that “it intuitively shows the labels that are controversial to the crowd (P5)” and

utilized the metric to identify which refinements should be prioritized. When a particular label existed

in all three top conflicts (e.g., career & socializing, career & volunteering, sports & career for P9 in flier),

the participants began their refinement by clarifying and examining the feedback from that label (e.g.,

career).

Examining various refinement options

With DynamicLabels, participants were able to examine various refinement options before making a

decision. With the consequence modal in DynamicLabels that shows the expected changes in the metrics

for each refinement action, participants were able to examine each refinement action they considered

before applying it. Participants found this consequence modal helpful, as knowing the expected change

in the overview helped them make the decision more confidently. In addition, P13 mentioned that “the
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(action consequence) modal prevented them from making a wrong refinement choice.” When P13 tried

to replace the label manmade for the conflict between the labels city and countryside , they saw the

rise in the conflict and decided to take back the decision. They later merged the two labels into the label

manmade . Even P3, who made no refinements with DynamicLabels, examined two refinements they

considered but decided not to apply them.

The version control feature in DynamicLabels helped participants examine various label sets. Three

out of eight participants in the flier made multiple versions and compared them before finalizing their

refinement. P6 used version control to compare label sets before and after some major changes, and P10

made multiple versions of the label set refined with di↵erent purposes. No participant in scene used the

version control feature, as the dataset was not complicated enough to have multiple label set alternates.

However, when we asked the participants regarding the potential use of the version control, they said it

would be useful when the dataset is more complex (P4) and when there exists high uncertainty in the

decision process (P3).

Establishing a structured refinement process

The refinement process with DynamicLabels was perceived to be more structured than with the

baseline. With DynamicLabels, participants began their refinement process from the overview, then

looked into the detailed view for further understanding, and referred to the crowd-made labels whenever

they needed more assurance or references when making decisions. Meanwhile, with the baseline, par-

ticipants went back and forth between the label view and the image view until they identified the need

for change. P6 noted that “in [v1], deciding on the starting or ending points was very challenging as I

have to check the image and the annotations repeatedly to understand the outcome of the annotations.”.

The participants found this implicitly conveyed workflow helpful, as they were able to “prioritize the

refinement decisions (P15).” P4 also described DynamicLabels as supporting a more structured process

that he could follow to figure out if it was the boundary of the label or the label name that needed to

be changed.

Encouraging flexible refinement

Participants noted that having various forms of crowd feedback in DynamicLabels helped them

understand the relationship between labels, such as potential conflict or inclusion among labels. During

the refinement session, P5 said that ”by seeing the number of conflicts between expo and social and

going through images with the conflict, I decided to split those labels into more [specific] ones”.

Participants also noted that with DynamicLabels, they could focus on how their label set represent

the data, whereas they focused on clarifying each label and description in the baseline system. For

example, P16 made three merge refinements (e.g., merging city street and buildings into city ) with

DynamicLabels whereas no high-level refinements were made with the baseline.

With both datasets, more participants made at least one high-level refinement in the DynamicLabels

condition (6 out of 8) than in the baseline condition (3 out of 8). With both dataset, the median number

of high-level refinements made by participants was 0 (min: 0, max: 3) in the baseline and 1 (min: 0,

max: 5) in the DynamicLabels Table 6.4 summarizes the number of participants who made the split and

merge refinement(s) in each condition and dataset.
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Natural Scene Event Flyer

Split Merge Total Split Merge Total

Baseline 2 1 3 1 3 3

DynamicLabels 2 5 6 3 4 6

Table 6.4: Number of participants who made high-level refinements in each condition for each dataset

Surfacing conflicts and edge cases that might have been ignored

In addition to the refinements made, many (n=7) participants were also able to spot possible conflicts

and edge cases that they might have ignored. When refining with the baseline, most participants made

refinements centered around the issues that they expected. P4 mentioned, “I checked that the labels that

I assumed to be problematic actually had issues by looking at the annotations, and only revised those

labels.” However, when refining with DynamicLabels, participants identified unexpected conflicts, and

were able to understand where the conflicts were coming from and make suitable changes. P6 removed

the label Professional after seeing the label appearing in all three top conflicts. They commented “I did

not expect Professional to be a controversial label. However, by looking into the conflicting images, I

was able to understand the vagueness that the label [Professional] gives.” P4 also captured edge cases

and created more labels by looking at individual crowd-made labels, commenting that “the crowd helped

in detecting edge cases in the 200 images.” They added the labels cave and desert at the end of their

refinement, after seeing images annotated with these labels and realizing their current label set couldn’t

cover them.
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Chapter 7. Discussion

7.1 Potential use of DynamicLabels in di↵erent domains

Based on our observations with scene and flier datasets, we believe that DynamicLabels can be

generally expanded to domains that do not require special expertise. Among them, we suggest a few

domains where the benefit could be further amplified with references to the domains that participants

suggested. For subjective domains where rules are decided based on collective human judgments (e.g.,

sentiment classification (P3)), the ML practitioner can e↵ectively understand the general crowd’s con-

verging opinions and identify a convincing distinction between labels. For complicated domains where

having a large number of labels are necessary (e.g., receipt information extraction (P15)), the practi-

tioner can e↵ectively use DynamicLabels to identify potential edge cases. If crowdsourcing with a group

of experts is possible, the ML practitioner without the domain expertise can also utilize DynamicLabels

to more e↵ectively understand the data and construct the label set. For example, P7 mentioned that

if they could crowdsource feedback with a group of graduate students, they want to try out label set

building for topic classification of research papers.

During the study, di↵erent participants evaluated their final label set di↵erently. Some participants

identified the need for additional iterations, and others were confident about their label set and indicated

that they are ready to move on to dataset construction.

7.2 Providing various forms of crowd feedback and giving more

control to ML practitioners over them

In DynamicLabels, we present crowd feedback in various aspects through overview, detailed view,

and crowd label view). In our study, ML practitioners flexibly utilized these features in combinations to

meet their needs, which can change over the process, of understanding issues and the evidence behind

them. At the same time, some participants expressed the need to see raw crowd feedback, such as raw

annotations of each image and crowd-made labels and annotations before post-processing. Seeing that

the participants made use of multiple features of their choice and were not reluctant to examine more

data with increasing complexity, presenting them with a more dynamic version of analyses that covers a

wide variety of crowd feedback will be useful in making confident refinements.

While the collected feedback was provided to the ML practitioners to explore, participants expressed

the need for more direct control over the collected feedback to reflect in the analysis. For example,

participants wanted to filter out trolling workers’ feedback for the analysis, or give weights to the workers

to explore how the conflict changes with more reliable workers’ opinions valued. Inspired by Jury

Learning’s approach [25] in allowing the model builder to compose a group of juries and their opinions,

DynamicLabels can give control to the ML practitioners so that they can explore and focus on a particular

group’s perspectives to construct the label set. In addition to having control over the workers and their

data, participants also wished to have more control over the crowd annotations by fixing annotations they

think are wrongly annotated or should be annotated to a single label, to indicate that particular labels

or images have been examined. With this control, ML practitioners can make sure that all feedback is
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considered and applied in the process.

7.3 Designing a more human-centered model with the crowd

As the label set constitutes the primary structure of the model, aligning the user’s mental model

earlier in the label set construction stage can be e↵ective in incorporating the potential user’s mental

model into the model. An interesting transition of the participants’ behaviors we saw during the study

was that they were considering and reflecting more on the crowd’s opinions by looking at the crowd

feedback, contrary to session 1 where they were more focused on creating a clear distinction among the

labels for better model training.

We believe that DynamicLabels’s impact can be enhanced far beyond building label sets with the

crowd opinion, but further in incorporating the crowd’s – or the real users’ – opinions in the whole process

of building machine learning applications. For example, in the dataset construction stage, the crowd can

provide additional explanations or rationales for each annotation, which can be utilized to train the

model to generate more human-like explanations or logic in a similar way to humans. In addition, crowd

feedback can be used to collect large-scale opinions about the performance of large models, and to come

up with human-centered metrics to evaluate those models. When crowd feedback is utilized in the later

stages of model building (e.g., model building, model evaluation), we believe that the crowd can naturally

learn about how the ML model functions while providing feedback, which can support a more natural

human-AI interaction.
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Chapter 8. Limitations and Future Work

We acknowledge several limitations of this work and discuss possible future work. While we applied

quality control methods by providing the crowd workers with tutorial tasks or warnings regarding poor

work, the accuracy of the collected annotations was lower than the ML practitioners’ expectations. Seeing

the lower quality of feedback, some participants lost trust in the crowd feedback — which led to the

participants intentionally choose not to utilize the features in the label set refinement interface, or not

making any refinements based on crowd feedback. We believe that additional quality control methods

such as giving the crowd a task with ground truth in the middle of the task to check the workers’ attention

could improve the quality of the crowd feedback.

To measure the e↵ect of crowd feedback and the label set refinement interface, the study was carried

out in the form of a comparison study, with many factors such as the number of images to look at and the

scale of crowd feedback controlled throughout the study. Since di↵erent participants exhibited di↵erent

patterns in incorporating crowd feedback into their label sets, we wish to observe the long-term e↵ects

of DynamicLabels by deploying the system in a real-world setting.
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Chapter 9. Conclusion

In this paper, we present DynamicLabels, a system that supports the process of label set construction

by collecting crowd feedback and showing analysis of the crowd feedback. Our study with 16 participants

shows that DynamicLabels enables a more exploratory, flexible, and structured refinement process with

fine-grained analysis and crowd-made labels. The crowd feedback helped the participants understand

the general crowd’s opinions as well as the weaknesses of their label set, and utilized the crowd-made

labels to make refinements. DynamicLabels suggests a new approach to building label sets for machine

learning models, by incorporating the crowd’s–or the general user’s–feedback to reflect the user’s diverse

opinions and perspectives.
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