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Abstract

From blogs to how-to videos to social media posts, it has become increasingly easy to share knowledge

online. As a result, even for a single task seemingly as simple as baking chocolate chip cookies, we have access

to hundreds of thousands to millions of tutorials in less than a second through a simple web search. Each tutorial

shared online is not only a set of task instructions, but also a display of the authors’ unique set of skills, constraints,

and strategies. Consequently, the resulting diversity and scale of available online tutorials present users with both

opportunities and challenges. Specifically, it remains difficult 1) to compare and analyze which tutorial to follow

and invest the time to learn, and 2) to apply the picked tutorial to the current user’s expertise, available tools, and

other workflow contexts. However, the typical form factor for information retrieval systems like search engines

and recommendation systems force users to go back and forth between the search results and individual tutorials

to compare and analyze how they are different or similar. Also, users have a difficult time conceptualizing how

different methods agree and disagree with each other and understand what makes one tutorial work and the other

not work. However, whether people accomplish to find applicable tutorials depends on their ability to access not

“the single right” tutorial, but on their ability to access and explore the “right set” of tutorials. This thesis presents

systems that support users in forming hypotheses, comparing, and analyzing tutorials in different settings. I

demonstrate techniques for extracting the nonlinear compositions of semantic substrates in large scale tutorials

and demonstrations, such as task-specific domain knowledge, constraints, and users’ strategies. Then I present

abstract representations reconstructed with these semantic substrates and novel interface designs that strengthen

people’s ability to learn from tutorials.

Keywords Human-Computer Interaction, User-centered Data Structures, Sequential Knowledge Mining, Explo-

rative Interaction, Interaction Design
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Chapter 1. Introduction

Online resources, such as tutorial videos and blog posts, are popular references people frequently visit during

or before carrying out unfamiliar tasks. As the creation of tutorials are becoming easier with the advent of both

general-purpose and domain-specific knowledge sharing platforms - as well as social media, the online tutorials

exist in various communication modalities, in different contexts, with and without specific targeted audiences.

Tutorials not only detail sequential knowledge, but also is set of decisions. They have semantic structures

characterized by the context of the tutorial that the user needs to be able to recognize. The different tool usages,

expertise level, unique sets of skills, constraints and strategies employed by the tutorial creator that may be fully

or partially observable in the tutorial content are important contextually dependent factors that contribute to how

the sequential knowledge is expressed.

Yet, efficiently making informed decisions when interacting tutorials is still challenging. Difficulties arise

partially because of the diversity and the scale of available online tutorials, and also because our current models

of representing tutorials lack the ability to express the embedded diverse contextual information like strategies

and constraints. Three common interaction scenarios are finding “the right” tutorial, navigating the tutorial, and

applying the tutorial, all of which suffer from lack of systematic support. Specifically, it remains difficult 1) to

compare and analyze which tutorial to follow and invest the time to learn, 2) to navigate the tutorial while learning

the task at hand and following along, and 3) to contextualize the picked tutorial to the current user’s expertise,

available tools, and other workflow context. The goal of this dissertation is to develop principles and interactive

tools that provide users with alternative interaction techniques for finding, navigating, and applying tutorials.

1.1 Challenges in Interacting with Tutorials

1.1.1 Comparing and Analyzing Tutorials

There are two common decision making situations when comparing and analyzing tutorials is important.

First is when users search for which tutorial to follow and invest the time to learn, and second is when the at-scale

analysis itself is the user task.

In today’s interfaces, when users search for a tutorial regardless of the domain and format, the interface

returns a list of results. Users have to examine the items one by one going back and forth between the search result

and each of the time. As much as it sounds tedious, this is actually a very important activity. When users come

back to the search result list after examining and item, they are forming hypothesis about which of remaining

items are more likely to be the tutorial closest to what they need. But the information available for the users to

form hypothesis are title, thumbnails, and maybe snippets of textual description.

Then the task itself is actually analysing large scale tutorials, like if it were an instructor or a TA deciding on

which tutorials work best for the course, or your job is an analyst’s job the interface support is as limited as the

search scenario.
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1.1.2 Navigating and Contextualizing Tutorials

Navigating a tutorial is not an easy task. Especially when users are trying to follow along the tutorial while

carrying out the task, skimming and finding relevant information and jumping around are all difficult. This is

because users need to switch frequently between carrying out the tasks and navigating the tutorials.

For example, when navigating and searching for a specific part of interest in a video tutorial, users have to

rely on the timeline, either by sequentially scrubbing or click guessing, which are both quite inefficient and tedious

– users often cannot exactly remember what’s happening when in the tutorial especially if they’re learners and it’s

their first time watching and, if they’re following and doing the task at the same time. Also users can’t search or

navigate to parts they haven’t watched or learned.

And users who seek for tutorials are more likely to be those who are not familiar with the task, it’s difficult

for them to internalize the tutorial and adapt to their own task scenario. Especially when users have more than

one available tutorials at hand, because users can’t follow more than one tutorials in parallel, it is difficult to

contextualize and understand where the methods agree and disagree from each other, and understand what makes

one tutorial work and the other not work for the user. When faced with problems like the tutorial step does not

work or apply to the user’s task, often the users do not know which of the previous actions of the task they’ve done

is related to the problem they’re faced with.

1.2 Thesis Contribution

This thesis makes a contribution by distilling users’ information needs and the computational building blocks,

and thereby solving the mismatch in three commonly observed tutorial interactions, namely finding, navigating,

and applying tutorials.

To make comparing and analyzing usable, user support for understanding of both the landscape of avail-

able tutorials, similarities and differences between the tutorial items is needed. Specifically, helping users form

hypotheses in-between browsing and conducting mini-experiments is crucial. To solve navigating and contextual-

izing, it requires user support for being able to efficiently formulate their own context to the system for matching

those of the tutorials.

To computationally assist users’ decision making in tutorial search, a “good representation” of the sequen-

tial knowledge that captures the above mentioned sources of variation in the tutorials is necessary. The unique

approach used in this thesis uses task specific knowledge unit, which is a composite structure of elements that

make up the tutorial but augmented with user’s task semantics.

This dissertation contributes to the advancement of techniques of rich representations of tutorials for design-

ing interactions for finding, navigating, and applying tutorials. The technical contributions are based on evidence

collected through interviews with users in the domain and online surveys.

The dissertation makes the following technical contributions in three areas:

1. Techniques for analyzing tutorials at scale

(a) Techniques for capturing domain knowledge using human computation and natural language process-

ing

(b) Techniques for calculating semantic and structural similarities between tutorials
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(c) Visualizations techniques for analyzing tutorials at different granularities

2. Techniques for navigating tutorials using multimodal interfaces

(a) Empirical taxonomy of navigational needs

(b) Design recommendations for tutorial video navigation interface

(c) Interaction techniques for in-video information seeking

3. Techniques for building user-centered knowledge graph

(a) Techniques for capturing multistream user behavioral traces

(b) Techniques for aggregating multi-user data

(c) Novel interfaces for expanding users’ workflow knowledge

This dissertation also provides evidence, through laboratory studies, that the introduced techniques are suc-

cessful. In particular, the dissertation contributes:

• Evidence that the introduced tutorial representations and interactions are usable and expressive through

laboratory evaluations with domain experts and learners.

• Evidence from a laboratory study that the techniques for in-video navigation alternativesn enable users to

explore and efficiently find target information.

• Evidence from a laboratory studies that an interactive workflow knowledge leads to useful feedback for

novices.

1.3 Thesis Overview

This section presents a brief overview of the structure of this dissertation by chapters.

Chapter 2 Background

Chapter 2 describes relevant research on systems and techniques for interacting with sequential knowledge

and mining procedural content. Specifically, visual analytics for structural data, similarity comparison techniques

for data structures, video browsing and navigation interfaces, designing voice user interface, software learning and

workflow, also literature from learning at scale.

Chapter 3 RecipeScape

RecipeScape is an interactive system for browsing and analyzing the hundreds of recipes of a single dish

available online. We also introduce a computational pipeline that extracts cooking processes from recipe text

and calculates a procedural similarity between them. To evaluate how RecipeScape supports culinary analysis

at scale, we conducted a user study with cooking professionals and culinary students with 500 recipes for two

different dishes. Results show that RecipeScape clusters recipes into distinct approaches, and captures notable

usage patterns of ingredients and cooking actions.
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Chapter 4 Voice Navigation for How-to Videos

This chapter introduces three think-aloud studies using: 1) a traditional video interface, 2) a research probe

providing a voice controlled video interface, and 3) a wizard-of-oz interface. From the studies, we distill seven

navigation objectives and their underlying intents: pace control pause, content alignment pause, video control

pause, reference jump, replay jump, skip jump, and peek jump. Our analysis found that users’ navigation ob-

jectives and intents affect the choice of referent type and referencing approach in command utterances. Based

on our findings, we present design recommendations such as 1) support conversational strategies like sequence

expansions and command queues, 2) allow users to identify and refine their navigation objectives explicitly, and

3) support the seven interaction intents.

Chapter 5 RubySlippers

This chapter we introduce RubySlippers, a multimodal prototype that allows users to navigate how-to videos

by mixing temporal referencing like “skip 30 seconds”and content-based referencing based on keyword algebra.

RubySlippers allows users to use conversational description of the content they are looking for to navigate the

how-to video. Users can also update their queries in a algebraic manner by adding and removing keywords.

RubySlippers also suggests commands and keywords at each pause to inform the user about both the available

command and the potential candidate target scenes. The computational pipeline uses keyword based similarity

matching between every sentence in the autogenerated video caption and the users’ navigation command utterance

to infer the intended navigation targets. Our evaluation with 12 participants showed users are able to navigate

quicker with lower mental demand with RubySlippers than existing time-based voice interfaces.

Chapter 6 Workflow Graphs

This chapter introduces Workflow graphs, or W-graphs, which encode how the approaches taken by multiple

users performing a fixed 3D design task converge and diverge from one another. The graph’s nodes represent

equivalent intermediate task states across users, and directed edges represent how a user moved between these

states, inferred from screen recording videos, command log data, and task content history. The result is a data

structure that captures alternative methods for performing sub-tasks (e.g., modeling the legs of a chair) and al-

ternative strategies of the overall task. As a case study, we describe and exemplify a computational pipeline for

building W-graphs using screen recordings, command logs, and 3D model snapshots from an instrumented version

of the Tinkercad 3D modeling application, and present graphs built for two sample tasks. We also illustrate how

W-graphs can facilitate novel user interfaces with scenarios in workflow feedback, on-demand task guidance, and

instructor dashboards.

Chapter 6 Discussions and Future Work

Chapter 6 discusses some of the insights that came out of building and testing the systems in this thesis. It also

outlines avenues of future work on the systems and ideas in this thesis, in combination with the complementary

work of others in this space.
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Chapter 2. Background and Related Work

2.1 Interacting with Sequential Knowledge

2.1.1 Video Browsing and Navigation

Previous works have investigated interaction techniques for navigating videos beyond simple timeline inter-

faces. For example, Dragicevic et al. [28] found that direct manipulation of video content (via dragging interac-

tions) is more suitable than direct manipulation of a timeline interface for visual content search tasks. Swift [71]

and Swifter [72] improved scrubbing interfaces by presenting pre-cached thumbnails on the timeline. Together

with the video timeline, video thumbnails [?] are commonly used to provide viewers with a condensed and straight-

forward preview of the video contents, facilitating the searching and browsing experiences. Hajri et al. [3] use

personal browsing history visualizations to enable users to more effectively spot previously watched videos.

Similar to how our studies investigate voice UI patterns, Li et al. [64] investigated digital video browsing

strategies using traditional mouse-based graphical user interfaces. They found the most frequently used features

were time compression, pause removal, and navigation using shot boundaries. Crockford et al. [25] found that

VCR-like control sets, consisting of low-level pause/play operations, both enhanced and limited users’ browsing

capabilities, and that users employ different playback speeds for different content.

A study on video browsing strategies reported that in-video object identification and video understanding

tasks require different cognitive processes [27]. Object identification requires localized attention, whereas video

understanding requires global attention.

2.1.2 Interaction Techniques for How-To Videos

Interactions with tutorials has been a popular research subject in the HCI community. Web tutorials serve a

variety of needs from expanding skill sets to experiencing experts’ practices [60].

MixT [20] automatically generates step-by-step mixed media tutorials from user demonstrations and Du-

ploblock [44] infers and tracks the assembly process of a snap-together block model in real-time. Panopticon [45]

displays multiple sub-sequences in parallel to present a rapid overview of the entire sequence.

For software tutorials, Nguyen et al. [78] found that users complete tasks more effectively by interacting with

the software through direct manipulation of the tutorial video than with conventional video players. Pause-and-

play [83] detected important events in the video and linked them with corresponding events in the target application

for software tutorials. FollowUs [61] captured video demonstrations of users as they perform a tutorial so that

subsequent users can use the original tutorial, or choose from a library of captured community demonstrations of

each tutorial step. Similarly, Wang et al. [110] showed that at-scale analysis of community-generated videos and

command logs can provide workflow recommendations and tutorials for complex software.

Specific to educational videos, LectureScape [53] utilized large scale user interaction traces to augment a

conventional interface, while ToolScape [51] utilized storyboard summaries and an interactive timeline to enable

learners to quickly scan, filter, and review multiple videos without having to play them.
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2.1.3 Software Learning and Workflow Capture

Early HCI research recognized the challenges of learning software applications [14], and identified the bene-

fits of minimalist and task-centric help-resources [13]. More recently, Grossman et al. [41] identified five common

classes of challenges that users face when learning feature-rich software applications: understanding how to per-

form a task, awareness of tools and features, locating tools and features, understanding how to use specific tools,

and transitioning to efficient behaviors.

Of the challenges listed above, the majority of existing work on assisting users to acquire alternative work-

flows has looked at how to promote the use of keyboard shortcuts and other expert interaction techniques [40, 67,

96, 66], with less attention on the adoption of more efficient workflows. Closer to the current work is CADa-

ment [65], a real-time multi-player game in which users compete to try and perform a 2D CAD task faster than

one another. In the time between rounds of the game, the user is shown video of peers who are at a higher level

of performance than they are, a feature which was found to prompt users to adopt more efficient methods. While

CADament shares some similarity with the current work, the improvements were at the level of refining use of

individual commands, rather than understanding alternative multi-command workflows.

Beyond systems explicitly designed to promote use of more efficient behaviors, a number of systems have

been designed to capture workflows from users, which could then be made available to others. Photo Manip-

ulation Tutorials by Demonstration [39] and MixT [21] enable users to perform a workflow, and automatically

convert that demonstration into a tutorial that can be shared with other users. Meshflow [26] and Chronicle [42]

continuously record the user as they work, capturing rich metadata and screen recordings, and then provide visu-

alizations and interaction techniques for exploring that editing history. In contrast to these works, which capture

individual demonstrations of a task, W-graphs captures demonstrations from multiple users, and then uses these

to recommend alternate workflows. In this respect, the current work is somewhat similar to Community Enhanced

Tutorials [?], which records video demonstrations of the actions performed on each step of an image-editing tuto-

rial and provides these examples to subsequent users of the tutorial. However, W-graphs looks at a more general

problem, where the task is not sub-divided into pre-defined steps, and users thus have much more freedom in how

they complete the task.

Summarizing the above, there has been relatively little work on software learning systems that capture al-

ternative workflows, and we are unaware of any work that has tried to do so by building a representation that

encompasses many different means of performing a fixed 3D modeling task.

2.2 Analyzing Sequential Knowledge

2.2.1 Visual Analytics for Structural Data

Interfaces for analyzing instructions and workflows have been a subject of rich prior work. Sifter [80] is

an interface for browsing, comparing, and analyzing a large collection of web-based image manipulation tutori-

als. Delta [57] is an interface for comparing pairwise similarities of image processing workflows. Visualizing

histograms of parameters such as stroke length and brush sizes helped 3D artists to compare digital sculpting

workflows [95]. Visualizing worker behavior and worker output in crowdsourcing workflow has been found to

be effective for crowdsourcing quality control [90]. Visualizing sequences of intermediate steps students take in

problem-solving helped identify different strategies and points of confusion [112]. Visual analytics tools can ana-
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lyze temporal data, such as tracking and comparing different versions of a slide deck [30], mining statistical insight

from event sequences [68], analyzing patterns in health records [97], and finding similar student records [31].

To support analysis of recipe instructions at scale, our approach extends existing research on interfaces for in-

struction analysis by combining visualization and analysis on clusters of instructions with the lower level analysis

features.

2.2.2 Tree Representation and Similarity Comparison

There are two areas where tree representations are widely used to compare structural similarities: comparing

phylogenetic trees in bioinformatics and detecting code clones in software engineering. Additionally, we discuss

how tree edit distance could be applied to culinary analytics.

A phylogenetic tree is a branch diagram which represents evolutionary dependencies of biological species.

Researchers in bioinformatics have been comparing phylogenetic trees by using statistical and structural metrics

such as maximum-likelihood of evolutionary parameters [118], neighbor-joining [92], and nodal-distances [10].

Tree similarity comparisons are also popular in code clone detection. For judging structural similarities in

code clones, algorithms use features like characteristic vectors [46], syntax patterns [59], and token sequences of

syntax trees [7, 49]. For judging semantic similarities, algorithms use graph isomorphism methods to dependency

graphs [89] of source code, where nodes represent expressions and statements.

To compute recipe structure similarity, we use a tree edit distance [102] method. Tree edit distance methods

find a sequence of operations like addition, deletion, and substitution of nodes, each associated with a cost, which

minimizes the total cost to convert one tree to another. Computing the edit distances between unordered, labeled

trees is NP-Complete [122] even for binary trees with the label alphabet size of two. However, we build recipe

representation as an ordered tree, i.e., the first child of every node is always a cooking action. We then employ

polynomial-time algorithms for ordered labeled trees [121, 122] to calculate the edit distances.

2.2.3 Mining and Summarizing Procedural Content

A number of research projects have investigated how user-created procedural content can be analyzed or

mined for useful information. RecipeScape [16] enables users to browse and analyze hundreds of cooking instruc-

tions for an individual dish by visually summarizing their structural patterns. Closer to our domain of interest,

Delta [58] produces visual summaries of image editing workflows for Photoshop, and enables users to visually

compare pairs of workflows. We take inspiration from the Delta system and this work’s findings on how users

compare workflows. That being said, our focus is on automatically building a data structure representing the many

different ways that a task can be performed, rather than on how to best visualize or compare workflows.

Query-Feature Graphs [36] provide a mapping between high-level descriptions of user goals and the specific

features of an interactive system relevant to achieving those goals, and are produced by combining a range of data

sources, including search query logs, search engine results, and web page content. While this approach could be

valuable for understanding the tasks performed in an application, and the commands related to those commands,

query-feature graphs do not in themselves provide a means of discovering alternative or improved workflows.

Several research projects have investigated how to model a user’s context as they work in a software applica-

tion with the goal of aiding the retrieval and use of procedural learning content, for example using command log

data [70], interactions gathered through accessibility APIs across multiple applications [37], or coordinated web

7



browser and application activities [34]. Along similar lines, Wang et al. [111] developed a set of recommender al-

gorithms for software workflows, and demonstrated how they could be used to recommend community-generated

videos for a 3D modeling tool. While the above works share our goal of providing users with relevant workflow

information, their algorithms have focused on using the stream of actions being performed by the user, not the con-

tent that is being edited. Moreover, these techniques are not designed to capture the many different ways a fixed

task can be performed, which limits their ability to recommend ways that a user can improve on the workflows

they already use.

2.3 Domain Specific Knowledge

2.3.1 Learning at Scale

A final area of related work concerns how technology can enable learning at scale, for example by helping a

scarce pool of experts to efficiently teach many learners, or by enabling learners to help one another. As a recent

example, CodeOpticon [43] enables a single tutor to monitor and chat with many remote students working on

programming exercises through a dashboard that shows each learner’s code editor, and provides real-time text

differences in visualizations and highlighting of compilation errors.

Most related to the current work are learnersourcing techniques, which harness the activities of learners

to contribute to human computation workflows. This approach has been used to provide labeling of how-to

videos [52], and to generate hints to learners by asking other learners to reflect on obstacles they have over-

come [38]. The AXIS system [114] asks learners to provide explanations as they solve math problems, and uses

machine learning to dynamically determine which explanations to present to future learners.

Along similar lines, Whitehill and Seltzer investigated the viability of crowdsourcing as a means of collect-

ing video demonstrations of mathematical problem solving [113]. To analyze the diversity of problem-solving

methods, the authors manually extracted the problem solving steps from 17 videos to created a graph of different

solution paths. W-graphs produce a similar artifact for the domain of software workflows, and with an automated

approach for constructing the graphs.

In summary, by capturing and representing the workflows employed by users with varying backgrounds and

skill levels, we see W-graphs as a potentially valuable approach for scaling the learning and improvement of

software workflows.

2.3.2 Data-Driven Culinary Analytics

The research community has investigated a wide range of computational methods for analyzing and mining

cooking knowledge. For example, constructed using a large dataset of ingredients, ingredient networks [103] and

flavor networks [1, 106] can judge which ingredients go well together and which ones do not. They can also be

used to recommend recipes with replaceable ingredients [98]. Deep neural networks can be trained to translate

recipes from one style of cuisine to another [50], or to generate flavorful and novel recipes as well as humans [82],

or to generate a high-quality text recipe from a food image and vice versa [93]. Also, ingredient similarity can

predict recipe ratings [120], and user reviews of recipes can predict their attributes [29]. Features extracted from

the recipe text can predict the gender of the recipe uploader [87]. PlateMate [79] analyzes nutrition information

from food photographs using crowdsourcing. PlateClick uses a quiz-like visual interface for comparing two food
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images to elicit user’s food preferences [117].

While most existing research focuses on analyzing recipes using ingredient similarities and food image sim-

ilarities, RecipeScape introduces structural similarity to data-driven culinary analytics. We use a tree (Figure 3.2)

to represent a recipe structure. In RecipeScape, the structural similarity of recipes is dependent on both syntactic

similarities from the tree shape, and on semantic similarities between the node labels that represent ingredients

and actions.

2.3.3 Designing Voice User Interfaces

Most recent work on voice interfaces is done in an “assistant” context. For example, Porcheron et al. [85]

studied how voice-based virtual assistants are made accountable to and embedded into conversational settings

such as dinner tables. Myers et al. [76] also reported that while natural language processing errors occur the

most, other types of errors frustrate users more, and users often take a guessing approach when voice interfaces

fail. Moreover, nearly one quarter of all user-assistant exchanges were initiated from implicit conversational cues

rather than from plain questions [107]. Users frequently use a diverse set of imprecise temporal expressions in

both communication and planning, and have a variety of expectations about time inputs for virtual assistants [88].

Researchers have also successfully implemented voice user interfaces for specific user facing tasks. Pixel-

Tone [62] enabled users to edit photos using both speech and direct manipulation. ImageSpirit [19] enabled users

to verbally refine image search results using the automatically extracted labels. Apparition [63] enabled users to

sketch their interface, describe verbally where crowd workers and sketch recognition algorithms translate the input

into user interface elements, add animations, and provide Wizard-of-Oz functionality.

Most voice user interfaces adapted a conversational agent like form factor like Amazon’s Alexa, Apple’s Siri

or Google Assistant. While previous works have shown the effectiveness of voice interaction in assisting user tasks

such as image editing [62] and parsing images [?], most interactions for video and audio control are primarily for

basic content playback controls [8].

Commonly reported user problems in using voice interactions are discoverability of available commands [23],

balancing the tradeoff between expressiveness and efficiency [73]. As a remedy displaying available voice com-

mands when you touch the tools [100], and vocal shortcuts [56] have been shown to be effective. However, these

methods only work when the tasks are software tasks making them difficult to apply for physical tasks how-to

videos.

For general voice user interface, common recovery strategies are hyperarticulation and rephrasing [76], both

of which usually does not lead to a different outcome. Although the experiment was done with chatbots, and

not with voice assistants, providing options and explanations as means of repairing a broken conversation were

generally favored by users [5].

There has been many guideline level suggestions for how to design voice interactions. For example, guiding

users to learn what verbal commands execute VUI actions and learn the actions supported to accomplish desired

tasks with the system are important [77]. Also, allowing users to recognize and recover from errors is just as

important as preventing user errors, and flexibility and efficiency of use is needed [75].

One of the most relevant building blocks of our approach is the analysis of navigation behavior using voice.

Instead of watching these how-to videos passively, viewers actively control the video to pause, replay, and skip

forward or backwards while following along the video instructions. Based on these interaction needs, previous

work has proposed usage of conversational interfaces for navigation of How-To videos for physical tasks [18].
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Voice interface for navigation how-to videos remains underexplored, and no concrete designs have been

introduced yet. We provide interpretations of the design recommendations specifically for navigating how-to

videos with voice interface, and demonstrate how they can be realized with a prototype implementation.
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Chapter 3. RecipeScape

3.1 Introduction

Cooking recipes provide ingredients and step by step instructions for making a dish, and thousands of recipes

are available even for a single dish on the Internet. For example, searching for chocolate chip cookie recipes on

Yummly1 yields 40,000 recipes that span different sets of ingredients, required skills and tools, levels of detail,

and even varying arrangements of commonly used cooking actions and ingredients for the dish. These recipes are

naturally crowdsourced instructions for a shared goal. Their variety and scale present an opportunity to understand

usage patterns of cooking actions and ingredients for different approaches to cooking a dish.

Imagine a chef who wants to be creative with chocolate chip cookies to develop a new dessert menu. The

chef has many options to consider, for example, baking unique looking cookies, making a pie using cookies as

the crust, or using a specific type of dough that doesn’t require baking. Where should the chef start to research

the different ways to make or make use of chocolate chip cookies? Imagine a culinary student who is asked to

cook a classic tomato pasta and an exotic tomato pasta for an assignment. What is the difference between the set

of recipes titled “classic” versus those titled “exotic”? While thousands of recipes for a single dish are available

online, it’s difficult to browse, compare, and analyze them for coming up with new ideas or interpreting different

cooking processes and their results.

For cooking professionals and culinary students, discovering usage patterns of cooking actions and ingredi-

ents to understand their implications is just as important as preparing a delicious meal. From our interviews with

10 cooking professionals, we learned that to mine and understand diverse cooking processes, they compare and

analyze recipes in three different levels of granularity][pi ]; groups of recipes, individual recipes, and individual

cooking actions or ingredients. From a professional chef’s menu research activities to training in culinary schools,

a wide range of cooking practices emphasize reinterpretation of dishes. Common approaches include applying un-

usual cooking actions to usual ingredients, applying usual cooking actions to unusual ingredients, or both. These

tasks require grouping recipes into similar operational patterns of cooking actions and ingredients, in-depth inves-

tigation of individual recipes, and browsing and comparison of individual cooking actions or ingredients.

In this paper, we present RecipeScape (Figure 3.1), an interactive tool for analyzing hundreds of recipes for

a single dish. RecipeScape provides three main visualizations, addressing each of the three data granularity levels

in recipe analysis; RecipeMap (Figure 3.1a) presents a bird’s-eye view of recipes in clusters generated by the

system. Each point on the map is a recipe, and the distance between them indicates their similarity. RecipeDeck

(Figure 3.1b) enables an in-depth inspection and pairwise comparison of individual recipes. RecipeStat (Fig-

ure 3.1c) visualizes usage patterns of individual cooking actions and ingredients. Providing these visualizations

requires processing and analyzing a large number of recipes. To achieve this goal, we present a computational

pipeline (Figure 3.6) that scrapes recipes available online, converts them into a tree representation, and computes

pairwise similarities. The pipeline represents each recipe as a tree (Figure 3.2) to capture the structural informa-

tion (e.g., a sequence of actions, a set of ingredients involved in an action) embedded in a recipe. For accurate tree

construction, we employ a machine-crowd workflow to label cooking actions and ingredients in recipe texts using

1http://www.yummly.com
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Figure 3.1: RecipeScape is an interface for analyzing cooking processes at scale with three main visualization

components: (a) RecipeMap provides clusters of recipes with respect to their structural similarities, (b) Reci-

peDeck provides in-depth view and pairwise comparisons of recipes, and (c) RecipeStat provides usage patterns

of cooking actions and ingredients.

a custom annotation interface(Figure 3.7).

In our crawled dataset of 487 chocolate chip cookie recipes and 510 tomato pasta recipes, 27,879 verbs are

tagged by the Stanford CoreNLP’s Part-of-Speech tagger [69]. Among them, our pipeline identified 14,988 verbs

as relevant cooking actions. Also, our pipeline corrected 9,987 cooking actions that were mislabeled by the tagger,

which is 40% of the cooking actions in the dataset.

In a qualitative evaluation with cooking professionals and culinary students, we asked participants to carry

out a series of browsing and comparison tasks as well as to freely explore for new discoveries. Participants

found data-driven evidence for subjective attributes of recipes like “general recipe” or “exotic recipe”. They also

discovered usage patterns of cooking actions and ingredients that distinguish one recipe cluster from another, by

combining insights from the three visualizations of RecipeScape.

This paper makes the following contributions:

• Design goals for systems that aim to support analysis for cooking professionals by examining recipes in

aggregate. These are identified from interviews with professional chefs, patissiers, cooking journalists,

recipe website managers, and food business researchers.

12



Figure 3.2: A tree generated by RecipeScape for “Daniela’s Brownie” recipe, https://www.epicurious.

com/recipes/food/views/danielas-brownies-104362.

• RecipeScape, an interactive visual analytics interface that enables browsing, comparison, and visualiza-

tion of recipes at scale and supports analysis on three different levels of data granularity: clusters of recipes,

individual recipes, and individual cooking actions and ingredients.

• A computational pipeline that scrapes recipe instructions from online websites, extracts the cooking action

and ingredient information using a machine-crowd workflow, translates them into a tree representation, and

computes similarities between pairs of recipes.

3.2 Formative Study

We conducted a series of interviews with cooking professionals to understand how they use online recipes in

their current analysis practices and how they might benefit from using them more efficiently.

3.2.1 Interviews

We interviewed 2 professional chefs (10 or more years of experience), 1 patissier (5 years of experience),

2 cooking journalists (20 years of experience, 5 years of experience), 2 recipe website managers (3 years of

experience), and 3 food business researchers (15 or more years of experience).

Each session took approximately 90 minutes and included a semi-structured interview followed by a feedback

session on the general idea of exploring recipes at scale.

We asked our participants (1) what kinds of recipe analysis are involved in their daily job and what their

current practices are, (2) what additional analysis would make their job more convenient, and (3) what analysis

could increase and expand their capabilities.

After open-ended discussions, we presented component sketches designed to support recipe exploration at

scale to encourage further discussion and ground their feedback. We used these low-fidelity sketches since explor-

ing recipes at scale is an unaccustomed concept even for professionals. The participants were encouraged to think
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aloud while they were browsing and comparing recipes using the components presented in the sketches2.

3.2.2 Results

Current Practice: Casual but Interrogative Browsing

When developing new menus, professional chefs and patissiers said they compare recipes and search for

unusual ingredients or creative uses of usual ingredients. A professional chef noted, “There’s no such thing as a

completely novel recipe”, and emphasized the importance of casually browsing a variety of recipes to maximize

exposure to diverse recipes even for a single ingredient or a single dish.

When planning an article about a specific dish, both cooking journalists explained that they browse more than

ten different recipes to understand common cooking actions, common ingredients, and common tips and hacks.

They visit restaurants and ask the chef about the recipe, or use cookbooks and publicized recipes by famous chefs

to grasp these characteristics. When they write articles with specific themes, they sometimes ask chefs to either

devise or introduce recipes that are unfamiliar to the general public.

Recipe website managers examine recipes and label them with tags for feeding the recipes into their search

engine. This is manually done, because existing algorithms available to end users cannot accurately provide rich

and appropriate tag labels.

In summary, cooking professionals with analytical needs commonly search for unusual ingredients and cook-

ing process, casually browsing a variety of recipes for a single dish.

Desired Information: Statistics of Recipes

While all participants agreed they want to be able to easily find recipes with uncommon cooking actions and

ingredients, their reasons are different. We found professional chefs and patissiers rely on reverse engineering a

dish to study unusual usages of a specific cooking skill or an ingredient. But reverse engineering requires a lot of

trial and error and exact replication is very hard to achieve. Cooking journalists are interested in creative variants

or unusual reinterpretations of a dish to be able to introduce them to the public. However,“creative” and “unusual”

are very subjective measures, and they normally spend weeks trying to find something unimaginable for their

audience. Recipe website managers are interested in standard recipes, and evidence to claim “standardness” of the

recipes.

Food business researchers want to measure to what extent a de-facto standard version of a dish has been

established. They explained if recipes are more standardized for a specific food, it is likely to be a saturated

market, whereas if the recipes vary, the corresponding food business is still in its growth stage. It is used as one of

the metrics to evaluate the market cycle and to predict an upcoming trend in the food business.

All participants want a categorization feature. Suggested ideas of categorization criteria include specific

ingredient constraints like ”gluten-free” or ”sugar-free”, cooking tool constraints like ”no oven” or ”microwave

only”, and types of cuisine. They also want more subjective criteria like uniqueness, difficulty of the recipe, and

different ways of cooking the dish.

In summary, recurring needs expressed by the professionals are methods for discovering common and un-

common cooking actions and ingredients, and clues from which they could answer questions like how a set of

recipes differ from another set of recipes, and what factors contribute to the difference. Also, participants want to

2The component sketches are available in the supplemental materials.
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easily discover ”average” or ”standard” versions of a dish, and evidence of subjective attributes like uniqueness or

difficulty of recipes.

3.2.3 System Design Goals

Two researchers iteratively analyzed the interview data more than four times in total with an interval of at

least two days between sessions to enhance validity. We identified 52 topics during this process, and subsequently

clustered these topics into 13 different themes.3 From the 13 topics, we focused on the needs that would benefit

most from exploring recipes at scale. We excluded several classes of topics beyond the scope of this work: (1)

those requiring information that is unavailable in online recipes, such as trends and cultural information; (2) those

relevant to real-time cooking support like hacks and mistakes; and (3) those already supported by existing systems,

like categorization criteria and ingredient-based information.

Four researchers independently brainstormed hypotheses and frames of explanation for the remaining topics.

Through rounds of discussion, we agreed that the data granularity framework is most explanatory. Then we

classified the remaining topics into their data granularity and derived the three design goals.

The interview results emphasize the need to provide users with an interactive analytics system that enables

browsing and comparing recipes. Based on the analysis of the interviews and the participants’ suggestions, we

identified three design goals for tools to support recipe analysis at scale. The individual design goals address

three different levels of data granularity for recipe analysis: ingredients and cooking actions (D1), recipes (D2),

and clusters of recipes (D3).

D1. Provide statistical information about ingredients and cooking actions to support analysis at the individ-

ual ingredient/cooking action level, such as answering questions like “what are some unusual ingredients?”

and “what are some unusual cooking actions?”.

D2. Provide in-depth examination and comparison of individual recipes to support instruction level analysis,

such as answering questions like “what are the detailed step by step instructions of this recipe?” and “what

are shared instructions and ingredients between two recipes?”.

D3. Provide analysis for recipes in aggregate to support cluster level analysis and between-cluster similarities

and across-cluster differences, such as answering questions like “what makes a set of recipes standard of

the dish?”, “what are some creative variants of this recipe?”, and “what are different ways of cooking the

dish?”

3.3 RecipeScape

To address these design goals, we present RecipeScape (Figure 3.1), an interactive tool that enables brows-

ing, comparison, and analysis of recipes at scale. RecipeScape provides three main components: RecipeMap,

RecipeDeck, and RecipeStat. RecipeMap (Figure 3.3) provides an overview of recipes with cluster information.

RecipeDeck (Figure 3.4) provides information about individual recipes with the original description, the corre-

sponding tree representation, and pairwise comparison of recipes. RecipeStat (Figure 3.5) provides the usage

patterns of cooking actions and ingredients in the selected clusters of recipes from RecipeMap.

3The 52 topics and 13 themes are available in the supplemental materials.
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Figure 3.3: RecipeMap provides clusters of recipes with respect to their structural similarities.

3.3.1 RecipeMap

RecipeMap (Figure 3.3) supports queries related to D3 (Provide analysis for recipes in aggregate), e.g., the

prototypical recipes, outlier recipes, and a bird’s-eye view of different clusters of recipes for a specific dish. Each

point on the map is a recipe. The distance between recipes reflects the structural similarity of the respective

recipe instructions. The prototypical recipe, i.e., most structurally representative one in each cluster, is marked

with a star (Figure 3.3c). Users can select clusters by clicking on the color key at the bottom (Figure 3.3a).

Users can also select any recipe on the map (Figure 3.3b) for an in-depth view. When one or more clusters are

selected, RecipeStat updates to only reflect the information in the chosen clusters. Similarity metrics and clustering

algorithms are discussed in the Computational Pipeline Section.

3.3.2 RecipeDeck

RecipeDeck (Figure 3.4) supports queries related to D2 (Provide in-depth examination and comparison of

individual recipes). User-selected recipes in RecipeMap are added here (Figure 3.4b), with a default view of

the tree representation. The tree in this view does not have any labels, allowing users to focus on structural

comparisons of multiple recipes on RecipeDeck. Users can click on the magnifier icon (Figure 3.4c) for a detailed

popup with the recipe text and the labeled tree representation. Users can also click on the right arrow icon to

view textual instructions without invoking the popup. Furthermore, users can perform a pairwise comparison

of two recipes by selecting two recipes on RecipeDeck, and then clicking “compare”. Upon clicking, a popup

(Figure 3.4a) opens with a side-by-side comparison of cooking action sequences and an ingredient comparison of

the two recipes in a Venn diagram.
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Figure 3.4: RecipeDeck: RecipeDeck displays (b) user selected recipes and provides (c) a detailed view and (a)

pairwise comparisons of recipes.
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Figure 3.5: RecipeStat provides temporal usage trends of cooking actions and ingredients, and co-occurrences

patterns of cooking action-ingredient pairs.

3.3.3 RecipeStat

RecipeStat (Figure 3.5) supports queries related to D1 (Provide statistical information about ingredients and

cooking actions). For the 10 most used cooking actions in the selected clusters of recipes, users can examine

how each cooking action is used at different stages of the cooking process in recipes of the selected cluster. This

information supports the discovery of different approaches to cooking a dish. For example, users can click on the

recipes with “Preheat” occurring in different stages of the cooking process (Figure 3.5a). Users are able to hover

the bars on the histogram to see which recipes correspond to the specific selection. The corresponding recipes are

highlighted in RecipeMap, and are added to RecipeDeck with a click. Users can also click on the top three most

used ingredients next to each cooking action label to view the usage pattern of cooking action-ingredient pairs like

cool-cookies (Figure 3.5b). When the cluster selection changes, RecipeStat recalculates the statistics and redraws

the histogram. The same visualization and functionality is also provided for the 10 most used cooking ingredients.

3.4 Computational Pipeline

In this section, we describe the underlying pipeline (Figure 3.6) of RecipeScape for constructing graphi-

cal representations of recipes and obtaining similarity metrics by highlighting the data gathering, parsing, and

similarity comparison steps.

3.4.1 Data Gathering

In the data gathering step, we crawl all search results for a queried dish, like chocolate chip cookie and tomato

pasta, from recipe websites that use the schema.org’s Recipe scheme4. Schema.org’s schemes are agreed templates

for storing structured data, with specific document elements like ingredients and instructions. Most major recipe

websites use the Recipe scheme as their internal representation, which makes using it for data gathering step more

generalizable.

4http://schema.org/Recipe/
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Figure 3.6: Our computational pipeline combines Part-of-Speech tagging and human annotation to convert recipe

text into a tree representation, and calculates pairwise distance between recipes.

3.4.2 Parsing

In the parsing step, we use a Stanford CoreNLP [69]’s Part-of-Speech (POS) tagger to label verbs and nouns

in recipe instructions crawled in the data gathering step. Most state-of-the-art POS taggers are statistically trained

using mostly declarative sentences. As a result, their performance is rather limited with imperative sentences in

recipe instructions like “Whisk in chocolate hazelnut spread until combined and remove from heat.”. The parsers

recognize “Whisk” as a noun and “spread” as a verb, but they are a verb and a noun in this sentence, respectively.

To overcome this drawback and to more accurately identify tokens for cooking actions and cooking ingredients,

we recruited 12 annotators to use a custom web-based interface (Figure 3.7) for annotating recipe instructions.

After an iteration with the POS tagger, the crowd annotator fixes the tags that are labelled incorrectly. The parser

then generates an ordered tree representation for each recipe, where the first child of every node is a cooking action

and the siblings are the ingredients involved in that action.

There are several reasons we decided to use a tree structure over a sequence. Our preliminary study [17]

using a sequence of cooking actions and ingredients, and string edit distances did not yield meaningful clusters
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Figure 3.7: A web-based annotation interface for correctly labeling recipe actions and ingredients.

Figure 3.8: Lengths of recipes and their cluster membership shown with colors: this clustering result is based on

sequence representation, and are dominated by the sequence lengths.

to users, meaning the sequence representation did not capture meaningful structural differences in the cooking

context. The clustering result was highly sensitive to the length of the sequences (Figure 3.8), which motivated us

to consider a branching structure rather than a linear structure. Also, there exists information that cooking actions

or ingredient alone cannot capture. For example, generic action verbs like “place”, “remove”, and “heat” yields

different interpretations depending on whether they are associated with ingredients or cooking tools. Thus it is

advantageous to incorporate a hierarchical structure.

3.4.3 Similarity Comparison

In order to obtain similarities between recipes, we use a tree edit distance [121], a commonly used technique

for comparing tree structures. It finds a sequence of operations like adding, removing, and relabeling nodes,

each associated with a cost, which minimizes the total cost to convert one tree to another. To incorporate the

semantic difference between individual cooking actions and ingredients in capturing the structural difference, we

dynamically adjust the weights associated with the relabel operations. These weights are calculated from a pre-

trained word embedding model with one million recipe instructions [93]. We use the cosine similarity between

two words in the embedding space as the weight associated with relabel operations; the associated cost then is

(1 − weight), because weight is the similarity, and the cost is the difference. This is motivated by intuition that

a resulting structure from replacing “mix” with “add” should be considered more similar than that of replacing
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(a) A Dendrogram (b) The Elbow Method

Figure 3.9: (a) Dendrogram for chocolate chip cookie recipes. (b) Elbow Method: a plot of unexplained variance

vs number of clusters: adding another cluster at six clusters does not improve the validity. From both (a) and (b),

six clusters seem reasonable.

“mix” with “heat”. For add and remove operations, we assign a unit length cost of 1. This discourages adding

and removing of nodes and promotes relabeling of nodes. It is another attempt at making difference measures less

sensitive to lengths of the structure, a limitation we encountered when using a sequential representation.

This similarity information is stored in a pairwise distance matrix, where each element is the tree edit dis-

tance between the corresponding recipes. The distance matrix is then converted into x,y coordinates using the

Gram matrix [105, 24] to preserve distance information. We use the calculated coordinates to plot the recipes

on RecipeMap for a bird’s-eye view of structural similarities between all recipes. To highlight the structurally

different clusters of recipes, we use hierarchical clustering [48]. Hierarchical clustering methods do not require

the predetermined number of clusters before the analysis, which is common in other popular clustering methods,

e.g., K-means clustering. With hierarchical clustering, the researcher can choose the most appropriate number of

clusters that suits their analytical purpose after calculating the similarities in the data. We found this post-analysis

control over the number of clusters advantageous in this study, because we do not know how many distinct ap-

proaches to cooking a dish exists in advance. To decide the number of clusters to display to users, we used both

dendrogram [81] and the elbow method [104]. A dendrogram is an arrangement of the clusters produced by hi-

erarchical clustering based on a distance metric. The elbow method provides a graph of the amount of variance

explained by the number of clusters. There is no definitive answers to how many clusters should be selected,

because the interpretation of the resulting hierarchical structure is context-dependent and often several solutions

are equally good. For our chocolate chip cookie example, the dendrogram (Figure 3.9(a)) suggests six clusters

are a reasonable choice. Consulting the elbow method plot (Figure 3.9(b)), adding another cluster at six causes a

minimal change on the slope, so we pick six clusters.

3.4.4 Pipeline Results

Dataset: We crawled 487 recipes for “chocolate chip cookie” and 510 recipes for “tomato pasta” from

epicurious.com. We chose chocolate chip cookie and tomato pasta because they are popular and accessible

dishes.

Parsing Accuracy: The ground truth label for all 214,109 tokens in the crawled cooking recipes are un-

available to assess the precision/recall accuracy. However, we made a significant improvement over the baseline

parser. Out of 27,879 verbs tagged by the Stanford CoreNLP’s POS tagger [69], 14,988 were cooking actions con-

firmed by human annotators. This means only 54% of the machine-tagged labels are relevant to culinary analysis.

Furthermore, human annotators corrected 9,987 cooking actions the NLP tagger mislabeled. This counts up to
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40% of the final 24,975 cooking action verbs used in the study, which represent improvements realized by human

annotation.

3.5 RecipeScape Project Website

We provide links to our dataset, source code repository, and dashboard interface at https://recipescape.

kixlab.org/.

3.6 Evaluation

RecipeScape is a tool for open-ended discovery by exploring cooking recipes of a single dish at scale and is

not designed as an assistant to improve cooking skills. Hence, we investigated the effectiveness of novel explo-

ration techniques for the professional analytic needs with open-ended qualitative studies rather than a task-based

evaluation that measures an improvement over a baseline. Goals of evaluation were (1) to assess the feasibility of

representing cooking process as a tree, and (2) to gain feedback on the effectiveness of RecipeScape in answering

the following analytical questions that follow from the three design goals:

Q1. What are patterns of common and unusual ingredient and cooking action usage?

Q2. What are different ways of cooking a dish?

Q3. What are representative recipes of cooking a dish?

Q4. What are outlier recipes of cooking a dish?

Q5. What are the simplest and most complex recipes of cooking a dish?

Q6. What is the evidence for answers in Q1-Q5?

3.6.1 User Study with Cooking Professionals

We reached out to the same experts we interviewed in the earlier stage of the research for understanding anal-

ysis tasks of cooking professionals. Among them, two recipe website managers, one professional chef, and one

cooking journalist participated in the interface evaluation study followed by a semi-structured interview, which

lasted two hours. Experts were given a 5-minute tutorial of the interface and asked to freely explore and eval-

uate RecipeScape. They were asked to choose one or more clusters on RecipeMap and find characteristics that

define the cluster. Experts were encouraged to think aloud as they browsed and compared recipes, and how they

interpreted the findings.

3.6.2 Lab Study with Culinary Students

We invited 7 culinary students in a 90-minute session each. Participants were first asked to fill out a ques-

tionnaire on their current practices of searching and browsing recipes, i.e., how they search for recipes, when and

how often they search for recipes. They were given a brief tutorial of the RecipeScape interface. Then they were

asked to explore and use the interface. After participants indicated that they felt confident using the interface, we

gave them 30 minutes to evaluate the interface by carrying out tasks to answer the questions Q1 to Q6 outlined
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above. A session ended with an interview to understand deeper the observed interface usage patterns, and solicit

qualitative feedback about the interface.

3.6.3 Results

We summarize the results and present main findings with respect to the three design goals, patterns of tool

usage, and usability and usefulness of RecipeScape.

D1. Ingredient and action level analysis

The professional chef made an observation that recipes with must-have ingredients are plotted at the center

of RecipeMap, and the outer ring of the recipes have additional ingredients that go well with the dish but are not

necessary. The chef found the recipes on the edges to have ingredients that reflect more personal preferences, such

as use of goat cheese and artichoke for pasta. The chef was also surprised to see recipes that use salt in the later

stages of cooking pasta in RecipeStat, as opposed to the convention of using it in earlier stages, e.g. cooking pasta

noodles in salted water. He mentioned, “This is a professional tip that good restaurants use to make the first spoon

of pasta taste extra sweet. If you put salt on tomato, it really brings out the sweetness. I’m surprised this hack

is captured.” For one cluster of chocolate chip cookie recipes, the cooking journalist wanted to find cookies with

decorations, and examined RecipeStat for recipes where “cover” was mostly used in later stages of the recipes.

The corresponding highlighted recipes in RecipeMap agreed with her hypothesis. One student participant used

the identical approach to find recipes with sugar frosting.

D2. Individual recipe level analysis

The professional chef spent significant time examining individual recipes near the edge of RecipeMap. He

noted “We (professional chefs) sometimes start from a specific main ingredient and seek creative interpretations.

I find these recipes near the edges are more exotic.”

The cooking journalist frequently used the pairwise comparison of two adjacent recipes on RecipeMap to

examine replaceable ingredients and actions.

Four out of seven student participants found the tree diagram in the in-depth view especially helpful for

grasping the overall process of individual recipes and they felt confident about cooking the dish only by looking

at the tree. One student specifically noted, “I find recipes in the usual text format hard to visualize the process,

because the ingredient sections and the instruction sections are separate. But this tree diagram summarizes the

process very well, I can easily picture the cooking process.”

D3. Cluster level analysis

Two experts and five out of seven student participants mentioned the clusters reflect different ways of cooking

very well. After selecting a cluster from RecipeMap, experts examined RecipeStat and formed hypotheses of what

some characterizing attributes of the cluster might be. Then they used other components to verify their hypotheses.

For example, the cooking journalist looked at one cluster and noticed there are baking soda and baking powder

in the most used ingredients list in RecipeStat. She immediately mentioned, “Recipes in this cluster probably do

not use any eggs and probably involve baking in the later stages.”, which was confirmed by examining the recipes

in the cluster in detail. The journalist also found a cluster where water was in the most used ingredients list in
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RecipeStat. She then checked whether there is “chill” or “cool” in RecipeStat for cooking actions. When she found

“chill”, she mentioned “These are the recipes for more crispy cookies. You use water so the ingredients don’t stick

as much, resulting in crispy cookies. This kind of dough tastes better when you cool them.” After reviewing a few

recipes in the cluster, the hypothesis was verified. The professional chef discovered “salted water” in RecipeStat

for one cluster. He then mentioned “I would trust the recipes in this cluster more than the other ones. The fact

that people described salted water, not just water, implies the instructions are more friendly and detailed.” Upon

examining a few recipes in the cluster, the recipes were indeed more detailed than the others.

Patterns of Tool Usage

Every participant started from RecipeMap by choosing cluster(s) of their interest. Then they would select

recipes in the center of the clusters and examine them in detail. Some would repeat these steps back and forth,

but RecipeStat was always used in the last stage. When asked, participants explained RecipeMap is a good place

to start analysis due to its similarity presentation. We learned the design of RecipeStat assumed knowledge of

histograms, which some participants did not have. Participants explained they needed to examine a few individual

recipes in depth to understand the information displayed in RecipeStat, which led to the usage pattern.

Usability and Usefulness of RecipeScape

The professional chef and cooking journalist noted RecipeScape would be useful for learning about recipes.

The professional chef mentioned he would use this tool to understand a dish that he does not have much experience

in. The cooking journalist wanted to use RecipeScape for Bibimbap, a traditional Korean dish. She explained there

are many recipes of Bibimbap in English, because it is internationally popularized. She said RecipeScape would

reveal diverse approaches that capture how this traditional dish is interpreted outside Korea.

Six student participants noted they want to use this tool in their studies if it supported dishes of their interest.

They found similar recipes being located closely together in RecipeMap to be useful in comparison to existing

services they use, because browsing in RecipeScape does not involve going back and forth between the list of

search results and the specific recipe page. Three student participants also mentioned RecipeScape would be useful

when they’re preparing for cooking contests, where they have to reinterpret an existing dish. Using RecipeMap to

explore various recipes helped them not only brainstorm ideas but also simulate how their interpretations can be

translated into recipes. For example, one participant said “I had thought about using liquor for making creative

cookies (as an assignment), but was not sure how I could do it. I was able to spot a recipe that uses liquor (Frozen

Grand Marnier Torte with Dark Chocolate Crust and Spiced Cranberries) just by browsing the recipes outside

(near the edges), and it helped me understand better how liquor could be used in cookies.”

3.7 Discussion

We discuss findings, generalizability and possible limitations of this work.

3.7.1 Expert Knowledge in Naturally Crowdsourced Data

We observed an interesting example of an expert knowledge recovered in the analysis of crowd generated

recipes supported by RecipeScape. Butter cream, made by beating the butter, is added in the last step of making
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Figure 3.10: Usage patterns of two contrasting action-ingredient pairs (beat-butter and drop-dough) in chocolate

chip cookie recipes.

the dough, because it inhibits gluten formation. According to RecipeStat, the beat-butter pair (Figure 3.10a) occurs

mostly in the beginning of the cooking process, and drop-dough (Figure 3.10b), an intermediate product of making

the dough, occurs after the creamed butter is made. Extending from this observation, it would be meaningful to

further identify and characterize expert knowledge that is transferred and not transferred for informing further

interaction designs around instructions.

3.7.2 Structural Representation and Parser Accuracy

In this research, the low accuracy of the NLP parser in generating the structural representation could make the

analysis challenging. Ill-structured text and non-standard phrasing can lead to mislabels. To minimize confusion

in such cases, we show the original recipe text next to the tree diagram in the detailed view for the parser errors

to have less impact on user tasks. With a better performing Part-of-Speech tagger that successfully detects action

verbs in imperative sentences, RecipeScape can immediately benefit from the algorithm by replacing the parser

module.

3.7.3 Explainability of Clustering Algorithm

RecipeScape only provides clusters of recipes and does not provide explanations of the clustering results. In

the end, users will have to make sense of the clusters generated by the algorithm. While this is inevitable for all

clustering algorithms, we do have control over choosing the number of clusters after the similarity calculations. A

number of ways can improve the explainability. Supporting manual labelling, or accompanying carefully designed

topic modelling to generate themes for each clusters, or both could benefit the users.

3.7.4 Generalizability of the Pipeline

While RecipeScape is focused on culinary analytics, our pipeline is generalizable and could potentially apply

to analyzing other instructions at scale. Researchers have explored how to present other kinds of procedural

instructions like image manipulation tutorials, sculpting workflows. It varies in degree, but even in assembly or

in photo manipulation tutorials where it seems like there is only one correct sequence of operations, there are

often multiple feasible solutions. For example, when assembling a chair, one can start from the legs, the back, the

armrests. A systematic analysis of instructions across domains is open to future study, but we believe our approach

is still applicable to other domains.
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3.7.5 Scalability of the Pipeline: More Data Dimensions

Our structural similarity comparison of tree representations allows adding more dimensions like time or

tools. There remains a design decision of whether to treat these dimensions as separate nodes or as parameters of

cooking action. Regardless, dynamically retrieving edit distance weights from a vector embedding space handles

the semantic similarities of different dimensions. However, visualizing multiple dimensions and presenting them

with meaningful interaction is an open challenge, which we hope to address in future work.

3.8 Conclusion and Future Work

This paper presents RecipeScape, an interactive system for analyzing hundreds of recipes for a single dish

by visualizing summaries of their structural patterns. Our user study with cooking professionals and culinary stu-

dents demonstrates that RecipeScape provides data-driven evidence to usual and unusual ingredients and cooking

actions, common and exotic recipes, and different approaches to cooking a dish.
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Chapter 4. Voice Navigation for How-to Videos

4.1 Introduction

People are increasingly turning to online how-to videos as guides for learning new skills or accomplishing

unfamiliar tasks. YouTube searches for how-to videos are growing 70% year to year and as of 2015, 67% of the

millennials believe they can find anything they want to learn on YouTube [74].

Instead of watching these how-to videos passively, viewers actively control the video to pause, replay, and

skip forward or backwards while following along with the video instructions. We identified that these active

control moments arise when 1) the viewer is presented with non-tutorial content (e.g., chit-chat and general in-

troductions), 2) the viewer fails to match the pace, content, or context of the video (e.g., needing more time

to complete a step, not understanding the instruction, or needing to compare the outcome in the video with the

viewer’s own result), and 3) the viewer is only interested in a specific part of the tutorial (e.g. a particular method

or step). Using traditional mouse and keyboard interfaces, viewers commonly navigate tutorial videos by either

sequentially scrubbing through the video timeline to examine the preview thumbnails or click-guessing on the

timeline until the resulting video frame matches the desired point of interest.

However, many how-to videos teach physical tasks (e.g., playing an instrument, applying makeup, etc.) that

involve interaction with real world objects. When following along with such videos, viewers need their hands both

to execute the task and to control the video. Since they can’t do both at once, viewers must alternate between the

two operations. In having to alternate between these two operations, viewers incur a costly context switch: they

must stop concentrating on the task itself to instead concentrate on controlling the video. Controlling the video

alone can be both difficult and tedious using traditional timeline-based interfaces. This work specifically focuses

on exploring navigation solutions for how-to videos for physical tasks.

Voice-based user interfaces (e.g., Apple Siri, Amazon Alexa, and Google Assistant) are becoming increas-

ingly ubiquitous in commercial devices and provide a potential alternative for controlling how-to videos of phys-

ical tasks. Current voice-based video navigation systems (e.g., those in the web accessibility initiative [108], or

virtual assistants with displays like Amazon Echo Show) support basic operations for video navigation such as

pause, play, rewind, or fast forward (e.g., by 20 seconds). While these systems provide some help in the context

of how-to videos, they are not specifically designed for this domain. Rather, they directly translate of low-level re-

mote control operations (pause, play, etc.) into voice commands. An important question is whether this low-level

remote-control-like interface is suitable for voice-driven video navigation interfaces for how-to videos, and if not,

how should a useful voice interface for navigating how-to videos be designed?

In this work, we explore the mental models users have when navigating how-to videos, and report how the

navigation objectives affect the command utterances. In particular, we answer the following research questions:

RQ1 What are the different types of navigation objectives and user intentions when “actively controlling” how-to

videos?

RQ2 Do these objectives and intents affect users’ linguistic choices for voice commands? If so, what linguistic

characteristics are related to the objectives and intents?
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Figure 4.1: People use how-to videos to accomplish a variety of physical tasks. The person in the left photo is

using the video on his laptop to learn how to stitch while the person on the right is attempting to fold an origami

turtle by following the video on his phone. Since both of these are hands-on tasks, it would be difficult for these

people to navigate the videos using traditional click or touch based input modalities.

RQ3 What are the challenges and opportunities for designing voice navigation interactions for how-to videos?

To this end, we report findings from three user studies. We conducted a think-aloud study of 20 participants

using a YouTube interface to accomplish a how-to task, a 16-participant think-aloud study using a custom-built

voice based video navigation research probe, and a Wizard-of-Oz study with 6 participants. From these studies,

we distill a list of design recommendations for how to build a navigation system for how-to videos with voice and

visual feedback.

In summary, our contributions include:

• A range of user objectives and contexts for navigating how-to videos. They are pace control, content align-

ment, video control, reference, replay, skip, and peek.

• An analysis of how these objectives and contexts, when applied to voice interactions for how-to video

navigation, affect linguistic characteristics of user command utterances.

• A set of design recommendations for voice interaction with how-to videos.

4.2 Study 1 - Understanding How People Currently Navigate How-To
Videos

In the first study, we asked participants to perform a physical task by watching a how-to video with a con-

ventional mouse interface and the standard YouTube video player. Our primary observation points were when and

how users pause and jump during the session.

In this experiment, we focused on two specific how-to tasks: learning to play a song on an instrument

and learning to apply makeup. We recruited 20 participants on usertesting.com, an online user study platform.

We recorded participant screens and think-aloud audio for all sessions. The music experiment consisted of 10

participants (8 male, 2 female, average age: 40, min: 21, max: 71) who regularly watch tutorial videos to learn
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Task (# of participants) Music (10) Makeup (10)

Total minutes of tutorial 46:47 78:34

Total # of pauses 33 65

Total # of jumps 27 16

Per minute pauses 0.42 1.38

Per minute jumps 0.47 0.21

Table 4.1: Frequency of user pauses and jumps in a traditional interface

how to play songs on their musical instruments. The makeup experiment consisted of 10 participants (all female,

average age: 33, min: 21, max: 56) who regularly watch makeup tutorial videos.

We instructed participants to select a video of their choice from YouTube that consisted of an unfamiliar song

or an unfamiliar makeup style, respectively. They then had to follow along with the video tutorial and describe

their thought process out loud. We specifically asked participants to explain what they were trying to achieve

whenever they controlled the video (i.e., pause, play, rewind, etc.).

4.2.1 Findings

Participants picked tutorial videos with average lengths of 4 minutes 40 seconds (0:29 min, 12:08 max) for

music tutorials, and 7 minutes 51 seconds (3:39 min, 11:04 max) for makeup tutorials. The average session length

was 15 minutes 32 seconds (10:15 min, 25:55 max) for learning a song, and 20 minutes 21 seconds (10:42 min,

40:58 max) for learning a makeup look. Participants spent on average 3 times the length of the video following it.

General Impressions

For the task of learning a song, we observed that participants tended to either try to get a rough understanding

of the entire song or to focus on learning a specific part. Two participants pointed out that this is due to an inherent

characteristic of the task where it would take days or even weeks of practice for them to fully learn an entire song.

We also found that content of the video as well as task characteristics affected the distribution of interactions.

For example, as seen in Table 4.1, the music session users jumped backward or forward over twice as often per

minute as those in the makeup task. We observed this is because for makeup how-to videos, the distinction of

where each step begins and ends is much more apparent as each step builds on top of the previous step. This

allows natural pauses in between steps, giving space for users to catch up. In fact, per minute of viewing, users

paused three times as often in the makeup task as the music task. Music how-to videos usually do not contain

explicit steps, making the beginning and end points of a navigation unit ambiguous and more user dependent.

Also each makeup how-to video was specific to certain aspects of makeup in general, e.g., eye makeup or contour

makeup, whereas music tutorials usually try to tackle the entire song in one video.

Types of Pause Interactions

In this experiment, we observed 98 total pauses across both tasks (Table 4.1). From these tasks, we observed

three different types of pause interaction.

Pace Control Pause. The most common type of pause was a pause to gain more time (78 of 98 pauses: 29

of 33 in music, 49 of 65 in makeup). This happens when the user understands the video content but fails to match
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the pace of the video. With this pause, the user is trying to finish one step before moving onto the next. Unlike

other types of pauses, in a pace control pause, the user is usually detached from the video, while concentrating on

the physical task. Once users are caught up to the video using pace control pauses, they often end the pause by

pressing play and without performing any other type of video navigation.

Content Alignment Pause. The second type of pause is a pause to compare what’s in the video with what’s

in the hands of the user. This pause precedes the user checking to make sure that their state is similar to that of the

video. For example, after the pause, users say “I’m just trying to see if this is what he—the video instructor—has

done.” or “I need to see if this is it.” while making the comparison between what’s in the video and what’s in

the hands of the user. Users often observe the paused video frame several times during these pauses. Content

alignment pauses made up 9 out of 98 total pauses observed: 2 of 33 in music, 7 of 65 in makeup. Out of the 9

pauses of this type, 7 pauses were at the end of a step, right after the next step has begun, where the information

in the still frame has not made a full transition yet. During the content alignment pauses, the user attention is split

between the video and the physical task.

Video Control Pause. The final type of pause we observed is a pause for further video control. Reference

jumps In this case, the user pauses the video and searches for the next navigation target point on the timeline by

either guess-clicking, or scrubbing and examining the thumbnails. In this use case, the user’s attention is entirely

in the video. Video control pauses occurred in 8 of 98 total pauses observed: 1 of 33 in music, 7 of 65 in makeup.

Video control pauses are always followed by a jump interaction described in detail in the next section.

Types of Jumping Interactions

In this experiment, we observed 43 total jump interactions from both tasks (Table 4.1). These jumps are

broadly split into forward and backward jumps, and we break down the different user motivations that we observed.

Users carried out jumps by pressing right or left arrow keys on the keyboard, or by clicking on the point of interest

on the timeline, or by scrubbing the timeline.

Reference Jump. The first type of jump we observed is a reference jump. We observed 5 (out of 43) reference

jumps (3 in music, 2 in makeup). In this case, the user jumps backwards in the video to remind themselves of

something they saw in the past. Users typically only need to see a still image of the video for this jump.Usually a

forward jump back to the original position is followed by a reference jump to continue where they left off.

Replay Jump. A replay jump is a different form of backward jump, where the user wants to re-watch a

segment of the video again. We observed 24 (out of 43) replay jumps (21 in music, 3 in makeup). This jump

happens when the user needs to get a better understanding, clarify a possible mistake, or to assure that the current

understanding is correct. This jump if often followed by a play or a pause interaction.

Skip Jump. A skip jump is a type of forward jump where the user wants to skip content that is less interesting,

like the introduction of the channel or the personal life of the YouTuber. We observed 10 (out of 43) replay jumps

(2 in music, 8 in makeup). When the goal is to skip introductory content, the target is almost always “the beginning

of the actual tutorial”. Since the user cannot tell where exactly “the actual tutorial” begins, skip jumps happen in

multiples. This forward jump often is followed by another skip jump or a play interaction.

Peek Jump. The second type of forward jump is a peek jump, where the user wants to skip ahead to see

what the user should expect after performing one or a number of steps. We observed 4 (out of 43) replay jumps

(1 in music, 3 in makeup). This happens when users want to check the intermediate or the final result in order to

prepare and also check if the user is on the right track. The goal is not to skip the current step, but rather to help
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Main Command Popular Variants
play resume, go, start, begin

pause stop, wait, hold on

mute volume off

unmute volume on

louder volume up

quieter volume down

fast forward skip ahead, skip

rewind go back, back

faster speed up

slower slow down

Table 4.2: List of commands supported by our system

by anticipating future steps. A peek jump is often followed by a jump back to the original position in the video.

Other Interactions

Users sometimes paused the video to get the surprise introduction of an additional tool or material like a

guitar capo or an unconventional makeup tool. We observed this 3 times (1 of 33 in music, 2 of 65 in makeup).

Users also sometimes let the video play while concentrating on the physical task without paying much attention,

but still listening to it. We observed this 26 times (10 in music, 16 in makeup).

4.3 Study 2 - Understanding how People Navigate How-to videos Using a
Basic Voice UI

Results of our first study show that people often stop and jump within the videos, which requires frequent

context switches. To understand what differences might be observed in users’ thoughts and preferences of voice

interactions in navigating how-to videos, we built a voice-enabled video player as a research probe. This research

probe served as a “tools for design and understanding” [109] not a prototype interface to suggest new interaction

techniques. We used our research probe as an apparatus to observe and elicit similarities and differences in user

behavior in relation to the different types of pauses and jumps observed with a traditional mouse-based interface.

With our research probe, the user can play, pause, jump backward and forward by specifying the jump interval

in seconds or minutes, speed up, slow down, mute, unmute, increase volume, and decrease volume. We used a

grammar consisting of popular variations of the above commands (Table 4.2). We piloted the research probe

and enumerated the list of command variants, and iterated until no new variant was observed. The interface also

indicates when it is listening 4.2 and transcribes commands in real time to provide visual feedback to the user.

Transcription uses HTML5 Web Speech API. Figure 4.2 shows the research probe interface.

We conducted a study that mirrored the previous one, except that participants were asked to use our voice-

based research probe instead of YouTube, and a third task, knitting, was added to cover a more diverse set of

tasks. We recruited 16 participants in total. The music task consisted of 7 (4 male and 3 female, average age

of 35) participants, the makeup task consisted of 4 (all female, average age of 26) participants, and the knitting
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Figure 4.2: Our research probe allows users to select a YouTube video of their choice and control it with voice.

The interface also indicates when it is listening and transcribes commands in real time to provide visual feedback

to the user. For example, “I heard: rewind 20 seconds”.

task consisted of 5 (all female, average age of 31) participants. None of the participants had participated in our

previous experiment.

To minimize priming participants to use specific utterance choices, they were not instructed on what voice

commands were available when communicating with the interface. When the system did not support a specific

command, participants were instructed to think aloud and carry on.

Similar to the first study, we annotated each interaction and their occurrence counts, focusing on the three

types of pauses and four types of jumps we have identified. Repeated utterances due to speech recognition failure

were counted as only once. To further break down the composition of each command utterances, we annotated how

users made references to navigation targets when they performed jump interactions using the features presented

in Table 4.3.

4.3.1 Findings

The average length of the tutorial videos participants picked was 9 minutes 2 seconds (4:56 min, 15:29 max)

for music tutorials, 13 minutes 47 seconds (10:09 min, 17:45 max) for the makeup tutorials, and 14 minutes 44

seconds (6:21 min, 23:10 max) for the knitting tutorials. The average session length was 25 minutes 39 seconds

(17:29 min, 41:23 max) for learning a song, 34 minutes 54 seconds (26:24 min, 43:44 max) for learning a makeup

look, and 26 minutes 5 seconds (16:22 min, 33:05 max) for learning a new knitting pattern.

Types of Pause Interactions

We observed that the command “stop” is used mostly for video control pauses (18 out of 25 “stop”s) where

the command was followed by a jump. In contrast, “stop video” was used mostly for content alignment pauses,

where the command was followed by a play command (13 out of 15 “stop video”s).
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Features Tags
Referent Type Time, action, object

Referencing

Styles

Specify an interval, specify a point,

contextual description,

content description, no referent

Reference

Direction

Backward (rewind),

forward (fast forward)

Causes
Mismatch in pace, mismatch in content,

mismatch on context

Table 4.3: Features used for analyzing referencing utterances. Since we are interested in how users make

references to what and why, user utterances are annotated with one tag from each of the features.

We also observed that users use the word “stop” to indicate a higher sense of urgency, or a need to navigate

to a very specific point in the video. Here are some of the example use cases we’ve observed:

1. “Go back by a little”, “Go back by a bit”, “Stop”

2. “Stop”, “I want to stop at this specific note (piano)”

3. “Stop”, “I’m missing something here”

4. “Stop”, “I don’t know what’s going on”

Participant 3 in the makeup experiment is an illustrative example. This participant used “stop video” and

“play video” ten times each throughout the session to follow along the instruction. But when she needed to

quickly go back and check how mascara was done in a hurry before moving on to the next step, she used “stop!”

followed by “I need to go back to mascara now, I’m doing something different”.

We found that both “pause” and “pause video” were frequently used for content alignment pauses and pace

control pauses, ”pause” was used 24 times out of 43, while ”pause video” was used 10 times out of 12 for these

jumps.

Types of Jump Interactions

Two frequently used commands for backward jumps were “go back” and “rewind”. In this experiment,

we observed 23 replay jumps and 28 reference jumps. We noticed for replay jumps, users use less concrete

commands than for reference jumps, such as, “start from beginning”, “let me see that again”. “go back about 30

seconds”, “go back just a bit”, “go back by little”, “go back to the beginning”.

However, for reference jumps, users tend to be more specific, and repeat multiple times to find the exact

target, using commands like “go back 30 seconds” and “go to 2 minute mark”. Users also repeat concrete backward

commands to find a specific desired position. Also, some users said “go back to where I paused” to go back to

the original position in the video before the backward jump, which indicates the user is expecting the system to

remember this position when performing jumps.

We observed forward jumps that refer both to contextual details, as well as concrete units of time. Examples

are “skip about 30 seconds”, “skip to the lesson”. “skip to the makeup (as opposed to cleansing)”, and “fast
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Task Music Makeup Knitting

(# of participants) (7) (3) (6)

Total minutes of tutorial 63:25 41:21 88:28

Total # of pauses 46 32 28

Total # of jumps 43 22 21

Per minute pauses 0.73 0.78 0.31

Per minute jumps 0.68 0.54 0.24

Table 4.4: Frequency of user pauses and jumps in voice-enabled interface

forward a bit”, and “skip to next step.” We could not observe any different linguistic pattern between skip jumps

and peek jumps.

One reason for this might be because users do not know the target position of the peek or the skip because

they are both in the future (later in the video). In contrast, backward jump targets are usually those users have

already seen once, which enables users to refer to their memory for more specific descriptions.

General Impressions

Participants found the concept of using voice to navigate how-to videos useful for their tasks. From the music

experiment, P3 noted “it’s an interesting experience having to stop and play video without taking my hands off my

guitar, it’s wonderful.” and P4 also noted “’this is a very powerful tool, especially if you’re doing something with

your hands.” From the makeup experiment, P3 reported “I really like that I can get my products ready without

touching the video”. From the knitting experiment, P1 commented “I love being able to use voice to control the

video while I’m knitting so I don’t have to stop from knitting.”.

We also noticed users would “stop” or “pause” the video before jumps a lot more often while using voice user

interfaces. Jumps with specific references like “go back 20 seconds” is dependent on both the current position and

the target, and without the pause the current position would keep changing, resulting inconveniences to adjust the

interval or make multiple subsequent jumps. With the mouse interactions, in contrast, users are only specifying

the target position and not the origin.

4.4 Study 3 - Understanding Expectations of Voice UI for How-to Videos

From the previous study, we learned that users’ navigation intents affect their linguistic choices for command

utterances. We also observed that commonly supported voice commands are limited to simple words, that it

can be difficult for users to express their intents with a restrictive command space, and that it is difficult for

systems to understand the intents. For example, different backward jump intents for “stop” and “pause” can

only be understood in context of other commands before and after the stop, specifically analyzing preceding and

succeeding commands and user goals, which is impractical in application settings where users need systems to

understand the user intents in real time.

To inform how to disambiguate voice commands and corresponding user intents for navigating how-to videos,

we conducted a Wizard-of-Oz experiment to learn how users would naturally converse for video navigation in the

absence of these constraints. Participants were instructed to find a knitting video appropriate to their expertise
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Challenges Opportunities
Problems from interacting with video

Problems from interacting with voice

Problems from interacting with wizard

Visual feedback strategies

Conversational strategies

Wizard strategies

Table 4.5: Resulting code book for analysis of Wizard of Oz Study(Study 3)

level, and follow the video while performing the task.

We invited 6 participants (3 male, 3 female), 5 of whom were complete novices in knitting, and 1 of whom

was a hobbyist with self-reported expertise level of intermediate. A researcher was sitting next to the participant

as the wizard video controller, watching the tutorial video with the participant. The participant could only control

the video by talking to the wizard video controller. Users were encouraged to converse without any technical

barriers in mind. We also conducted semi-structured interviews at the end of each the study to further understand

noticeable behaviors exhibited during the sessions. The average duration of the video tutorial used was 13 minutes

18 seconds (7:08 min, 14:48 max). The average duration of the sessions was 32 minutes 38 seconds (19:48 min,

40:32 max). Each participant was rewarded with a 15 USD giftcard.

We follow the recommendations for thematic analysis [11], and iteratively analyzed the interview data and

the conversation logs three times in total with an interval of at least one day between sessions to enhance validity.

Authors on our research team watched and open coded all screen recordings and think-aloud sessions. Then, the

identified codes were reconstructed to the codes most relevant to our research questions through discussions. The

codes were constructed around two themes: challenges, and opportunities of voice user interface in navigating

how-to videos (Table 4.5).

Voice based interactions between users and systems can be seen as a type of conversation. To understand

user strategies from their command utterances, we analyzed dialogue data between the user and the wizard using

the turn-taking framework in conversational analysis [91].

4.4.1 Findings

Challenge 1 - Characteristics of How-to Videos.

Because of the sequential nature of the video (there is the concept of an unknown future), users often make

a guess to navigate forward in the video, or they have to watch less relevant or less interesting segments. One

illustrative example was when P2 asked the wizard “could we change the speed to like 1.25? I want to slow it

back down when she actually starts”. Also, in the interview, P1 noted “If I don’t know what’s coming up, I’m very

uncomfortable skipping. If there’s an outline, I would, but otherwise I don’t know how much to skip or how much

to speed it up by.” and P4 commented “If I knew where I was going, I feel like I would progress better” . From this

we can conclude that it was difficult for users to anticipate what is coming up, and dealing with this uncertainty is

an important design issue.
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Challenge 2 - Voice Inherent Problems

When participants used a specific time interval for jumps, it often required multiple adjustments to navigate

to the target even when the participant had a good sense of where the target was. In this case, command parsing

delays become an important user interface limitation. P4 explained “saying go back by how much creates a delay

between the point where I started saying the command (the point where I started saying the command) and when I

finish the sentence and for you (wizard) to understand it. So I would have to say, for example, go back 30 seconds,

and then go back 5 more.”

4.5 Design Recommendation

Based on our findings and understanding from the three studies, we propose the following recommendations

for designing voice based navigation for how-to videos.

4.5.1 Support Conversational Strategies

Support sequence expansions and command queues as both are strategies users often use. For example,

supporting users to perform a single command multiple times in a row by recognizing “again” following “go back

5 seconds”, and supporting users to place multiple commands in one utterance like “go to 2 minutes and 4 second

mark and pause” would be useful.

4.5.2 Support Iterative Refinements of Commands

Users often need multiple tries to find the intended navigation target. It is because a) what users remember

can be different from the part they are looking for or vice versa, b) sometimes users don’t remember, and c)

sometimes users remember but don’t know the exact vocabulary like the names of knitting techniques and tools.

Good examples are support for descriptive commands and keyword search in transcripts.

4.5.3 Support Interactions with User Context

Designing voice commands for how-to videos is not about supporting a single command, but understanding

the higher level user intent behind the utterance is crucial. We identified all seven interaction intents (pace control

pause, content alignment pause, video control pause, reference jump, replay jump, skip jump, and peek jump) that

can be supported. One possible solution in distinguishing them is to set up the command vocabulary such that

each intent has its unique keyword. For each of the intents, specific design recommendations are as follows:

Pace Control Pause & Content Alignment Pause

This is the pause for users to gain more time to finish the step. Keep a record of the point of pause for

future references. Allow the user to easily compare the progress or the state of the user and those of the video by

supporting various examination features like zoom or taking screenshots.
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Video Control Pause

This is the pause where the user has an intention to navigate to other places in the video. Keep a pointer to

the origin and provide “comeback” to this point, as it will often happen after jumps.

Reference Jump

Provide “memory”. Augment users’ memory to enable more accurate references by using features like mark-

ers and object annotations. Also, as reference jumps often happen in multiples, make the subsequent search

processes easier, by suggesting updates or narrowing down of the interval of jumps.

Replay Jump

Support replay by allowing users to set a loop interval and the number of iterations.

Skip jump

Provide a visual summary of the remaining sections of the video for users to skip around. Approaches using

instruction milestones, key frames, or frames containing user-specified keywords are all suitable.

Peek Jump

Provide a “comeback” feature to the origin position of the jump.

4.6 Discussion

Our study and interview results highlight the challenges, opportunities, and user expectations of using voice

interfaces for video tutorials. We first discuss the user challenges of adapting to a VUI from a GUI when learning

physical tasks with video tutorials. We then discuss how our research methodology of designing a series of

experiments in progression can be extended to designing VUI for other applications and domains.

4.6.1 Transitioning from GUI to VUI

Mouse vs Voice

We found voice interfaces require an initial pause while issuing subsequent commands. For example, when

using voice input in Study 2, users issued a pause command before every rewind command. In contrast, when

using the traditional mouse interface, users never paused the video before skipping to another point. We think this

is due to the time it takes for the user to speak the voice command and for the system to process it. Also, the

target is directly specified with mouse (or touch) but with voice the target is often specified relative to the current

position of the video. For example, if the user does not pause the video before jumping, the original reference

keeps moving, and the interval they had thought of will not get them to the point they intended. As a result, the

larger consequence is that voice-based interactions require more steps to achieve the same objective (i.e., pause +

jump) than mouse-based interactions do (i.e., click).
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Uncertainty from Unseen Content

When trying to navigate a video tutorial using voice, users make more concrete references to the past, whereas

users have challenges describing later part of the video. For traditional video interfaces, scrubbing and clicking

around are often used a solution to quickly peeking into the future. However, for voice interfaces, such a solution

does not exist yet. Handling this uncertainty is an important design issue which would improve the usability of

voice interactions for videos.

Recognition of Speech Input and Command Learnability

While the concept of using voice to navigate how-to videos is generally welcomed, participants also reported

well-known problems of voice user interfaces. Speech recognition does not always work as expected, especially

if users have accents or are in a noisy environment. In Study 2, nine participants also reported difficulty in

figuring out the available commands. All participants showed frustration when the system did not respond to their

command. Usability of VUI suffers due to relatively poor recognition, poor learnability and discoverability of

available commands, and lack of feedback.

4.6.2 User Expectations and Opportunities

Multimodal Reference Strategies

Users often wanted to make references to the objects and speaker in the video. In Study 3, when users were

making multiple corrections to navigate to a specific target point in the video, users have the advantage of utilizing

the paused video frame as additional references, often employing object references. P1 explained “I look at the

frame and the state of the objects that appear to see if it’s before or after (the point I want to jump to)”. Also, users

often made transcript references, referring to things that the tutor has said. For example, P3 commanded the

system “can you repeat that again? How she did multiples of four, the part where she said multiples of four”. We

believe voice assistants with a visual display could utilize this finding, as the referent needs to be visual or textual.

Conversational Strategies

Users often employ conversational strategies such as latent conversational intents and sequence expansions.

Participants employed a lot of latent conversational intents frequently used in human-human conversations [91].

For example, participants said “Can I see it again, 10 seconds before?”, “Can I see the last three knit?”, and “Can

you move it back to when she shows how it looks like from the back?”. While a semantic answer to all of those

questions would be a yes or a no, we contextually understand that these are requests, not participants asking for

permission. Also, “I want to go back to the first time she does this with the second needle” by P6 is not a remark,

but a command.

Participants often used sequence expansion, also heavily used in human-to-human conversations. For ex-

ample, P4 said (“rewind 30 seconds until 3 minutes”, “again”) and (“slow it down to .5 and play from 4 minutes”,

“okay, from 3:55”). Users expected the wizard to have a memory of previous commands, and believed the wizard

has the shared context.

Another strategy participants often used was including command queues in a single utterance. For example,

P2 said “could we change the speed to like 1.25? I want to slow it back down when she actually starts the tutorial”
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in the beginning of the video in the introductions segment. This requires multiple levels of understanding. The

system would need to understand the first command to change the playback speed, detect when the tutorial starts,

and remember to change the playback speed to normal. This is a powerful strategy that gives users more room to

concentrate on the tasks by queuing multiple commands. P3 explicitly mentioned in the interview that “I want to

sequence commands, set rules like if there is a second needle, slow it down.” These techniques are applicable to

generic voice interaction design, and existing services such as Siri and Google Assistant already support parsing

“can I” questions as commands. However, all other conversational strategies described above is not supported.

Wizard Strategies

Users want “smarter” voice interactions that resemble a conversation with another human; the conversational

agent that has complete knowledge of the viewing experience and can track progress. In Study 3, there are

strategies participants used by relying on the “wizard” being another human. P6 requested “scrub the entire

video” during the experiment and P4 noted in the interview “recognizing the repetition of commands like how

you (wizard) did would be useful. If the system learned what I mean when I just say go back, and not having the

description afterwards would be best”.

4.6.3 Progression of Experiment Designs

In order to understand a user-centric design of voice interfaces for video tutorials, we carefully designed the

three studies posing users in three scenarios in progression. Starting from how users use the current interface

without voice interaction, to a basic adoption of voice interaction, to a Wizard-of-Oz interface with “ideal” voice

interactions. We were able to create a taxonomy of current interactions, classify user intents in video navigation,

and understand user challenges and opportunities for eliciting design recommendations.

We believe this progression of experiment design is generalizable to understanding how to design voice in-

teractions for new applications or other domains like driving and exercising. For example, when understanding

how to design voice interactions while driving, the same progression of studies could be just as effective. Under-

standing the current practices and needs of voice interactions while driving, and then using a design probe using a

voice interface probe to understand opportunities and challenges, and then carrying out a Wizard-of-Oz study to

elicit ideal interaction scenarios.

4.7 Limitations and Conclusion

One limitation of this work is that our design implications are observational with respect to 41 participants

across three tasks. It is possible that other behaviors will emerge in tasks that have substantially different charac-

teristics. Future work that analyzes voice commands at scale might be able to detect additional patterns.

Similar to how large-scale clickstream analysis can aid instructors to better understand learners’ hurdles in

watching online educational videos and reason about unsatisfactory learning outcomes [99], and to improve our

understanding of interaction peaks and dropouts [54], we believe an at-scale analysis of voice interaction traces

has potential to further our understanding on how to design better voice user interface. An an initial step, a live

deployment of a voice-based interface for navigating how-to videos would be a worthwhile effort.

We also acknowledge there are other possible perspectives that we did not touch upon in the analysis. For
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example, how navigation behavior and intents differ for novices and experts, and for first time videos and revisiting

videos.

There are also practical issues related to implementing voice user interfaces that we do not address in this

work. While speech recognition is rapidly improving, it is still far from perfect, and as observed in our experi-

ments, speech recognition failures and delays cause user frustrations.

An additional technical challenge is related to audio source separation. In practical settings, audio coming

from the video and possibly from the task itself may interfere with the user’s voice commands, which would result

in even poorer command recognition. While wireless headphones and earbuds are becoming more popular, there

may be some situations where the user cannot use a dedicated headset.

Additionally, many ambiguities in users’ voice command utterances that we discovered can be resolved by

designing a system that understands and adapts to the intent of user and the content of the video. We believe

determining these two variables in the wild is an interesting research challenge.

In conclusion, we present the first set of experiments that explicitly target voice based user interactions for

navigating how-to videos of physical tasks. We examined how different user navigation objectives and intentions

affect their word choices in voice command utterances, and reported a lexicon of types of interactions and the

motivating factors behind these commands. Despite the limitations listed above, we believe that our experiments

will be informative for researchers and practitioners who design voice-based video navigation systems, which

have the potential to play a large role in how learning systems of the future operate.
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Chapter 5. RubySlippers

5.1 Introduction

B. Search PanelA. Video Player 

C. Recommendation Panel

Figure 5.1: RubySlippers is a multi-modal interface supporting voice navigation with three main components:

(A) Video player and timeline. (B) Search panel where keywords-based search results are shown. (C) Recom-

mendation panel provides suggestions of search keywords and available navigation commands at each interaction

interval.

Learning from how-to videos involves complex navigational scenarios [18]. For example, people often re-

visit previously watched segments to clarify misunderstandings, skip seemingly familiar contents, or jump to the

later parts to see the result and prepare for future steps. A common strategy people use in traditional video inter-

faces with mouse and keyboard is “content-based referencing”—for example, peeking the video’s content either

by scrubbing or hovering on the timeline for thumbnails or performing sequential jumps to move the playback

positions.

However, how-to videos for popular tasks, such as cooking, makeup, and home-improvements, require ma-

nipulations with physical objects and involve physical activities. As a result, viewers need to use both hands to

control the video and carry out the task at hand. This incurs costly context switches and heavy cognitive load

while tracking the progress of both the video and the task. Ideally, voice user interfaces like Alexa or Google

Assistant can provide an opportunity to separate the two activities - controlling of video using voice and applying

the instruction with two hands.

The most straightforward and standard method of supporting voice interaction for video interfaces is to

directly translate the timeline manipulation into voice commands, such as navigating the video with commands
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like “skip 20 seconds” or “go to three minutes and 15 seconds”. However, this “temporal referencing” strategy

requires a different mental model for navigation than directly manipulating the timeline because it limits the users’

ability to peek into the content.

With a formative study, we have identified four challenges for supporting “content-based referencing” in

voice user interfaces for how-to videos. First, users want to use succinct keyword-based queries instead of con-

versational commands to alleviate the burden of constructing sentences. Second, users cannot recall the exact

vocabulary used in the video. Third, users have difficulties with remembering the available commands. Finally,

unlike timeline interactions, voice inputs suffer from speech recognition errors and parsing delays.

To overcome these challenges, we present RubySlippers, a prototype system that supports voice-controlled

temporal referencing and content-based referencing through keyword-based queries. Our computational pipeline

automatically detects referenceable elements in the video and finds the video segmentation that minimizes the

number of needed navigational commands. RubySlippers also suggests commands and keywords contextually to

inform the user about both available commands and potential candidate target scenes.

In a within-subjects study with 12 participants, we asked participants to carry out a series of representative

navigational tasks, focusing on evaluating the effectiveness and benefits of content-based referencing strategies.

Participants found the keyword-based queries—our main feature for supporting content-based referencing—in

RubySlippers useful and convenient for navigation. They were also able to effectively mix content-based refer-

encing and temporal referencing using RubySlippers to fit the needs of their navigational task.

This paper makes the following main contributions:

• Results of analysis comparing temporal based referencing and content-based referencing techniques in voice

video navigation. Specifically, challenges with content-based referencing in voice user interfaces.

• RubySlippers, a prototype video interface which supports both temporal referencing and content-based

referencing with voice

• The computational pipeline that segments a how-to video into units that effectively support keyword based

interaction techniques for navigation

• Findings from user studies, what findings

5.2 Formative Study

In this research, we characterize two navigation strategies, temporal referencing and content-based referenc-

ing. Temporal referencing is when the anchor of navigation in the user mental model is the time. For example, in

a typical GUI-based video player, viewer uses temporal referencing by clicking on the timeline when the viewer

knows that’s exactly the timestamp of the targeted scene. For voice user interfaces, the voice commands like “skip

20 seconds” support temporal referencing.

For content-based referencing, the anchor for navigation is the content. For example, viewers use content-

based referencing when they examine the thumbnail or moves around playback position of the video to navigate to

the target scene. Translating this to voice user interfaces, users must be able to issue voice commands that describe

the content of scenes like “go to the part where the chef dices tomatoes”. Although for the latter, we are yet to see

a voice-driven system design that supports this effectively.
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To understand the advantages and disadvantages of the two referencing strategies in voice user interfaces, we

conducted a formative study with 12 participants.

5.2.1 Research Probe

Show me how he makes meringue
You said :               

Stop Talking

a

b

c

d

fe

Figure 5.2: Our research probe supports temporal referencing and content-based referencing through basic speech

recognition. Main features of research probe: (a) Real-time transcript of the user is shown. (b) The history table

stores all previous queries, matching subtitle and the timestamps and highlights the word with the most influence

to the resulting target scene. (c) On the progress bar, the scenes resulting from previous navigations are marked

(e) which users can easily reissue with shortcut. (f) Users can also manually add bookmarks.

As the apparatus of the formative study, we built a voice-enabled video player that supports both temporal

referencing and content-based referencing (Figure 5.2). Using the player, users can play, pause, fast-forward, and

rewind by specifying the location or the interval for temporal referencing. For content-based referencing, users

can describe the target scene they are looking for in a conversational manner. The system parses the users’ voice

query and calculate the similarity against each sentence in the transcript for the best match. We used word-mover

distance [?] based algorithm for matching. While the method used not being the state of the art technology, we

judged the accuracy this method provided was enough to understand the advantages and challenges of content-

based navigation at this stage. Considering the frustration from the speech recognition errors, which was well

reported in [76], we asked our participants to look beyond the speech recognition errors. The research probe

also stores all previous queries and the matched results in a table (Figure 5.2.(b)) as a bookmark, which users can

simply refer to by their ID to reissue the same navigation query, like “go to 2” for second item in the bookmark.
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Mental Physical Temporal Performance Effort Frustration X
Temporal Referencing 5.67 4.67 6.25 5.58 6.83 6.67 5.56

Content-based Referencing 6.07 4.21 5.86 5.29 6.36 5.86 5.61

Table 5.1: Cognitive load measured with NASA-TLX for 12 participants. There aren’t any significant differences

in cognitive load between the two referencing strategies.

5.2.2 Study Procedure

We recruited participants with an online community advertisement. The criteria for invitation was the prior

exposure to video tutorials and basic English proficiency.

We conducted a counter-balanced within-subjects study, where participants could only use one of the two

strategies to perform five common navigating tasks in how-to videos: navigation to a scene with specific object

usage, navigation to all scenes where a specific object appears, navigation to a scene with factual information,

and multiple video comparison. To evaluate the efficiency and efficacy of each strategy, we measured both task

completion time and cognitive load with 10-point scale NASA-TLX [?].

At the end of the study, the participants were given the freedom to explore mixing the two strategies. We also

conducted semi-structured interviews to gather qualitative feedback for a deeper understanding.

To give a preview of the system, we gave a brief tutorial session on how to use each feature. To familiarze

and build trust in the system’s ability, we also provided some example “working cases”, like “play”, “paust”,

“stop” for temportal referencing, and “show me where she bought potatoes”, “How many liters of water does

she use for the plant” for content-based referencing. There were 3 sessions altogether and 3 domains of how-to

videos were chosen: baking, packing and planting. In the first two sessions, participants were restricted to use

only one navigation scheme where in the last session they were allowed to used both. In each session, 5 questions

from 3 different types were asked to the participants. The first type was visual search, which meant that they

were asked to navigate to the frame. Both single target and multi target questions were asked. The second type

was video question and answering. Here we asked both short answers and long answer questions. In the third

type, multi-video search, participants were asked to watch 5 different videos of the same domain and answer

the questions which asked about the trend of watched videos. To complement the performance analysis with

a qualitative understanding of participants’ experience, we included semi-structured interviews. Each interview

session took about 15 minutes asking about their how they felt about using the system.

5.2.3 Results

The difference in cognitive load between the two strategies is not significant. People reported a high task load

in both the temporal and content-based referencing Table 5.1. However, the finding we learned is that the sources

of task load for each strategies are different.

For temporal referencing, participants said it is tedious and laborious to jump around because in this condition

they had to specify the exact temporal location of the scene that they want to watch, and remembering exactly when

a certain event happened or having to make multiple corrections to reach the moment in the video is very tiring.

They also felt pressured.

For content-based referencing, participants’ stress mostly came from system failures in understanding their

utterances. Participants were thinking too much about which words they should pick when formulating the query
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sentences, because either they could not remember the vocabulary or because they wanted to be efficient and

find one magic word to include that makes the hit. From the interviews, participants reported issuing a voice

command in “conversational” form is burdensome, and would rather use a combination of discrete keywords.

For example when P5 tried “From which shop did she buy the bags?”, the system did not populate the scene P5

wanted. In the interview, P5 said “I had to try hard not to include words that are less necessary, but buying and

bags ARE necessary. It’s so stressful to come up with a correct sentence, and repeat long sentences over and

over.” Participants felt like there is one correct sentence that will take them to the scene they want, and it suddenly

became a guessing game for them that they did not want to play.

From the interview feedback, we deducted the problem of content-based voice navigation into the problem of

how to help users find the minimum set of keywords that describe the scene they are looking for. Combining both

study results and the interview findings, we have identified the following user challenges in efficiently navigating

how-to videos difficult:

C1. Difficulty in referring to objects and actions that appear multiple times across the video

C2. Difficulty in precisely recalling the exact vocabulary due to divided attention

C3. Difficulty in remembering what the available commands are and how to execute them

C4. Inconvenience caused by the time delay from parsing and speech processing

The first challenge is that the same objects and actions appear multiple times throughout the video, and

the more important they are, the more frequently they appear. This directly conflicted with what participants

wanted to do. Participants wanted use as fewest words as possible when referencing. We observed that especially

to minimize parsing errors, participants tried to use shorter and shorter sentences when they were experiencing

system failures. However, because the objects and actions appear in multiple places across the video, participants

needed to construct longer sentences in order to narrow down, which caused more parsing and recognition errors.

The second challenge is that participants have difficulty with recalling the exact words used in the video

because the attention of the user is divided into performing the task and formulating the query. While participants

noted recall of the words as easier than recall of the timestamps, it is still challenging especially when equipped

with little background knowledge. For example, when participants were presented with an image of “a carry-

on”—the precise term used in the video— and were asked to “find at which shop the person in the video bought

this?”, they tried different words like bags, baggage, luggage and suitcase in their query sentences. The system

could not find the correct scene. Also, P2 first searched for the word “sugar" to find out how much was needed.

When 17 results showed up, P2 tried with the query “spoon of sugar" but got 0 matching result. Then, P2 tried

with the query “cup of sugar" and got 10 results. P2 failed in narrowing down the search, and had to examine all

the options to find the answer.

The third challenge is that users do not know what commands are available nor how to execute them. Users

are frustrated when they forgot how to initiate commands or update them when the initial command failed. Partic-

ipants repeatedly asked how to talk to the system, and whether they can see the list of commands next to them all

the time.

The fourth challenge is that voice interactions take more time, because they have parsing delays whereas

direct manipulation of the timeline, which most users are already accustomed to, does not. The first two challenges
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are cause by the characteristics of a video tutorial and the latter two are commonly reported challenges in voice

interfaces.

The first two challenges were uniquely identified through our study, where the latter two are well-reported in

previous research in voice interaction usability.

5.2.4 Design Goals

Based on the analysis of the interview and suggestions from the participants, we identified three design goals

for tools to support content-based voice navigation for how-to videos. The design goals individually address three

key user tasks in voice based video navigation, which are initiating command (D3), referencing (D1), and revising

the command (D2).

D1. Provide support for efficient content-based referencing using keywords rather than full sentences.

D2. Provide support for effective query updates.

D3. Provide support for informing users about executable commands and potential navigation.

5.3 RubySlippers

With the three design goals in mind, we present RubySlippers (Figure 5.1), a voice enabled video interface

that allows users to use both temporal referencing and content-based referencing. Below, we walk through two

scenarios illustrating some of the advantages of using RubySlippers when navigating how-to videos, and subse-

quently describe the features that enable content-based voice navigation. We then also describe the computational

pipeline that powers RubySlippers.

5.3.1 Scenario 1

Dorothy loves to cook at home, but is a novice at baking. She wants to make a birthday cake for a friend

with the help from a video tutorial online. She decided to use RubySlippers to avoid touching the computer with

hands covered in flour. For the first couple of minutes, she easily followed the instructions using pauses and by

changing playback speeds with voice. However, when the chef in the video put the vinegar into the mixture, she

couldn’t remember how much vinegar was needed. As preparation of the ingredient was in the earlier part of the

video, she talked to the system “Vinegar" and could easily find the scene where the Vinegar is being added on the

search panel. Dorothy had to just say “option one” to navigate to the part.

While Dorothy was busy whipping the cream, the video kept playing and moved on to a few minutes later.

After a couple of failed attempts to guess the original location with the command “Go back 30 seconds”, she

talked to the system “Cream”. However, RubySlippers displayed more than ten scenes where the word “cream”

was mentioned. Instead of peeking into all the options, she simply added “whip” by saying “add whip” and came

back to the original point.

5.3.2 Scenario 2

Glinda, a friend of Dorothy, is throwing a birthday party tonight. She is preparing for a party makeup and

selects a how-to video of her style. While it is her first time using RubySlippers. After the lip makeup, she wanted
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to skip the step of blushing cheek and watch how to do contouring. When she said “Contour” to the system, it

responded with a list of synonyms appearing in the video which were “Bronzer, Outline, Brown, Shadow, Darken".

So she replaced her query with “Bronzer” and could quickly reach the target scene.

Glinda was following the step of applying the glitter on her eyes. While she was applying it to her right eyelid,

the video—edited to avoid redundancy—fast-forwarded the same process with the left eye and moved on to the

next step. After she re-visited the same scene multiple times to finish the left eye, RubySlippers automatically

added a “Replay" mark, reducing the burden of Glinda to repeat the query. When she did a couple of more

jump-back by saying “Replay", a loop was created which repeated the same step with no input until she escaped.

5.3.3 Keyword-based Querying

To address D1, RubySlippers supports keyword-based queries for users to describe parts of the video they

would like to navigate to. These keywords are pre-populated using an NLP pipeline which we later describe in the

5.3.7. RubySlippers returns the list of scenes resulting from the keyword-based search below the search bar Figure

5.3.(b). The corresponding locations on the timeline are marked with vertical orange lines (Figure 5.3.(b)). The

search keyword is highlighted in the transcript corresponding to the scene.

B. Search Panel

a

d

b

c

Figure 5.3: RubySlippers Search Panel: In the second component, users can search and choose among the option

scenes. (a) Users can update the current query by adding, replacing or removing keywords. (b) The search result

is shown in chronological order. Each item has a visual thumbnail, timestamp, transcript and keyword suggestions

for further query specification. (c) Users can also browse search result pages with voice commands. (d) Keywords

that help users narrow down the search result are shown.
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5.3.4 Updating Queries with Keyword Composition

(a) “Sugar”

(b) “Glaze”

(c) “Sugar + Glaze”

Coat the donuts  
well with the glaze.

Add the sugar  
to the flour

We need sugar powder  
for the glaze

Figure 5.4: An illustration of how query updating with keyword composition works. Parts containing the keyword

“Sugar” are marked in green, parts containing the keyword “Glaze” are marked in orange. The part that contains

the composition to two keywords “Sugar” and “Glaze” are marked in red.

To address D2, users can update their previously issued query by adding, replacing or removing keywords

(D2). (Figure 5.3.(a)) RubySlippers assists this query update by informing the users which keywords can narrow

down their search result when added to the current query (Figure 5.3.(d)). For each search item in the list, keywords

that are likely to uniquely describe the item while also reducing the number of search results when added are

shown. A visual illustration of how query updating works in shown in Figure 5.4. Also, there is a vertical

bar in the search results which indicates where the current video playback is. The visited scenes are visually

distinguished with different color so that the user can quickly understand which options are unseen.

5.3.5 Command and Keyword Suggestion

To address D3, RubySlippers displays available commands or example keywords for initiating the navigation

(Figure 5.5). RubySlippers takes both the current user state and the previous interaction into account to make

recommendations. For example, the system shows a word cloud [?] for initial seed (Figure 5.5.(a))and displays

available commands like “undo" to recover after a navigation has been made. It also suggests semantically similar

words if the input keyword from the user does not appear in the video (Figure 5.5.(e)) and helps users to make

quick search by informing how to narrow down the number of options when there are too many (Figure 5.5.(c)).

5.3.6 Automated Bookmarks

RubySlippers creates an automated bookmark for frequently visited scenes. Users involved in physical tasks

frequently pause to control the pace of the task and to make sure the task progress is aligned with the video’s

progress [18]. So users often need to visit the same spot in the video multiple times. With the automated book-

marks, users can revisit a previously visited scene without issuing the same command repeatedly. People can

avoid recalling their previous queries, which is cumbersome and difficult with voice, but rely on recognition [?].

When a same referenceable unit is visited more than two times, RubySlippers automatically added a “Replay"

mark on the timeline (Figure 5.6.(c)), reducing the burden of users to repeat the same query. In Figure 5.5.(d),
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d

e

a

C. Recommendation Panel
b

Figure 5.5: RubySlippers Recommendation: The third component provides recommendations which adaptively

change at each interaction interval. (a) The system displays a word cloud for initial seed. It serves as a keyword

summary that can help users recognize and remember the main events happened in each video. (b, d) When the

user starts the navigation, it shows available commands so that users can smoothly connect to the next interaction.

(c, e) Keywords that can be added to the current query are suggested in support of users narrowing down or fix the

search.

A. Video Player 

b c

a

“Sugar” !

…

Figure 5.6: RubySlippers Video Player: The first component consists of the how-to video and the timeline bar

showing the progress of the video, and the speech recognition status is shown below. (a) To start speaking to

RubySlippers, users first must turn on the speech recognition by clicking the "Start Talking" button. After the

recognition is on, real-time transcript of the user is shown. (b) On the timeline, the timestamps of the search result

items are marked with vertical red lines. (c) Bookmarks for frequently visited scenes are automatically created

and marked with “replay”.

RubySlippers inform users of the creation of bookmark and how to use it. When there are more than one book-

marks, each is specified with the bookmark number to which users can refer to distinguish one from another.

5.3.7 Computational Pipeline

The computational pipeline that powers RubySlippers segments the transcript into units of that contain ref-

erenceable keywords to support keyword based querying and query updating. We highlight its three components:

1) video segmentation, 2) option population, and 3) keyword suggestion. First, the pipeline pre-processes the
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Referenceable UnitTopic Sentence

(b) Sentence Segmentation

(a) Topic Segmentation

(c) RubySlippers

“All right!” “So this is the nars high pigment longwear eyeliner in last 
frontier and go underneath so that when the flash hits you 
your lashes don't start to show through, because I did wear 
lashes and honestly, you don't have to especially because 
when you're traveling, like a lot of times you don't have 
makeup on.”

“…because I did wear lashes and 
honest ly, you don' t have to 
especially because when you're 
traveling, like a lot of times you 
don't have makeup on.”

“So this is the nars high pigment 
longwear eyeliner in last frontier 
and go underneath so that when 
the flash hits you your lashes 
don't start to show through…”

1 2

3 4

1 2

3 4

“All right!”

X

8 keywords

5 keywords 4 keywords

0 keywords

Figure 5.7: Our pipeline segments the transcript into units where the number of keywords are balanced. This

pipeline is designed to make keyword-based queries efficient, in that more fine-grained searches are possible, and

narrowing down the search with adding keywords is faster.

transcript of the video and runs a part-of-speech tagger to pre-populate proper nouns, nouns, and verbs which

correspond to objects and actions. The intuition is that they likely correspond to objects and actions, which the

users can reference in navigation. Both the observations from our formative study and the prior work in cognitive

psychology [?] show that people organize knowledge structures about an event around object and action as units.

We then split the video transcript into units which users can refer to with keywords and are in lengths con-

taining no more than five keywords, making it easier to be understood at a glance. First, we use sentence-level

segmentation using punctuation marks.

To recover from punctuation errors in the transcript, we run the BiRNN punctuator [?] over transcripts and

further fix the punctuation marks. Two of the authors examined the resulting transcripts for corrected punctuation

to further enhance the validity. Since the text in the transcripts in these how-to videos are informal and colloquial,

the sentences are often incomplete sentences and grammatically incorrect. Therefore, off-the-shelf sentence seg-

mentation techniques yield segments that are longer than typical sentences we expect. Thus, we use dependency

relations to further split those that have more than 50 tokens. We run a dependency parser to find “conjunction

words”, and split long segments by using these conjunction words as delimiters.

Then we take each of the “clauses”, count the number of “keywords” in it and split this long “clauses” into

“referenceable scenes” where each scene contains at least two “keywords” but no more than five keywords.

To summarize, our resulting “referenceable scenes” may or may not by full sentences, and the segments

might even be in the middle of a "sentence". The output of our method is illustrated in Figure 5.7.

For populating the search result, we use exact keyword matching. This means only the ones that containing

maximum number of keywords in the query are populated and returned as search results. For populating the

additional keyword suggestions in each scene for assisting the query update, we select and show the ones that

significantly decrease the number of option scenes. If the query results have more than 12 scenes, adding one

of these keyword suggestions will drop the number of scenes below 12. If the query results contain less than 12

scenes, then adding one of these keyword suggestions will drop the number of scenes below 4.
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Participant Number Age Gender
Prior Experience Watching How-to Videos
Makeup Baking Others

P1 19 F YES YES Home Workout

P2 20 M NO NO Arts and Crafts

P3 23 M NO NO Programming

P4 25 M NO NO X

P5 24 M NO YES Arduino

P6 24 M NO YES Piano

P7 27 M NO YES PC Assembly

P8 23 F YES YES Dance

P9 20 M NO NO Guitar

P10 24 F YES YES X

P11 24 M NO NO Juggling

P12 20 M NO NO Piano, Programming

Table 5.2: Background Information of Study Participants

5.4 Evaluation and Results

We evaluated the effectiveness and task load of RubySlippers through a lab study. Speficically, goals of

our evaluations were (1) to assss the feasbility of keyword-based querying and updating as means of supporting

“content-based navigation”, (2) to assess the effect in task load the addition of “content-based referencing” to

“temporal referencing”, and (3) to gain feedback on the effectiveness of RubySlippers in the following three

representative navigational tasks.

1. single target navigation for information seeking

2. multi target navigation for information seeking

3. following along the video while applying the instructions to the task at hand

We conducted a counterbalanced within-subjects study between, navigational support(temporal vs temporal +

content-based), video domain type, and the order.

5.4.1 Participants

We recruited 12 participants (9 male, 3 female, mean age 22.75, stdev=2.45, max=27, min=19) through an

online community posting. People who participated in the formative study were excluded from this recruitment.

Each study session was 80 minutes long, and the participants were paid 20,000 KRW (~USD 17).

5.4.2 Study Procedure

We followed the safety guideline [?] to ensure safety during COVID-19. When participants arrived at the

experiment location, they were asked to measure their body temperature and wear a mask. They were asked to

sanitize their hands and wear gloves throughout the whole study process. They were asked to bring their own

headset. All participants’ body temperatures were within the normal temperature range. During the experiment,
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(a) Experiment Setup

(b) How-to Video

(c) Follow Along Physical Task

Figure 5.8: Participants were instructed to use only voice to control the video during tasks.

ID Title (Duration) Domain Creator URL
Video 1-1 Amazing Caramel Cake(1051s) Baking Preppy Kitchen [?]

Video 1-2 Amazing Hot Cross Buns(1083s) Baking Preppy Kitchen [?]

Video 2-1 Drugstore Makeup Tutorial(926s) Makeup Jenn Im [?]

Video 2-2 Passport Photo Makeup(936s) Makeup Roxette Arisa [?]

Table 5.3: Four how-to videos used in the evaluationi study.

all windows were open and air conditioner was turned on to keep the room ventilated. We sanitized the room after

each session.

After the safety check, participants were given a tutorial of the RubySlippers interface, and they were asked

to go through a practice session to familiarize with the interface. Then the participants were asked to complete

navigation tasks in two sessions. In each session they are assigned different domain of how-to video - one of

baking or makeup - and different navigation condition - either temporal reference only or both temporal and

content-based approach. Participants were instructed to use only voice to control the video during tasks. During

the experiment, two different monitors were shown to the user ( 5.8.(a)): one showing the system, RubySlippers

and the other displaying the task at the moment. We ran semi-structured interviews after the session to gain a

deeper understanding of the strengths and weaknesses of RubySlippers and the decisions about specific referencing

strategies participants employed, or interesting usage patterns. We recorded participants’ screens and audio during

each session upon their consent.

We selected four single-person video tutorials on YouTube shown in Table 5.3. The criteria for selecting

videos include duration of the video, amount of information given verbally, and the availability of manually added

captions. There were two sessions per participant and two domains of how-to videos were chosen: baking and

52



Video Type Task Type
Time to Complete (sec)

Temporal Temporal + Content-based

Video 1-2

1-a. Multi-Target Search 230 310

1-b. Frequently Appearing Object Search 240 185

1-c. Follow Along Physical Task 545 525

Video 2-1
2-a. Frequently Appearing Object Search 270 295

2-b. Follow Along Physical Task 365 400

Video 2-2 2-c. Frequently Appearing Object Search 335 230

Table 5.4: Median time-to-completion in seconds per video per navigation task

makeup. For each domain we selected two videos. One how-to-bake video (Video 1-1 of Table 5.3) was used

only for the practice session. Video 1-2 was used when the condition of the session was baking and both Video

2-1 and 2-2 were used for makeup condition. We chose two makeup videos instead of one because while all four

videos are in almost the same length, the amount of transcript of the instructor varied such that the amount of

textual information in two makeup tutorials were almost equivalent to that in one baking tutorial.

In each session, three different tasks were given to the participants. The first task type was a multi-target

navigation task, in which participants were required to navigate to multiple scenes to find all the answers. For

example, participants were asked to find answers to the question “how many and what type of brushes are used

in the video?”. Second task type was a single-target navigation task, in which we asked information about a

frequently appearing object in the video. For example, participants were asked to find and explain what the chef

does to expand the dough, while “dough” appears 16 times in the video. In the third task type, physical task,

participants were asked to follow along some part of the video (about 90 seconds) with real ingredient and tools

prepared by the researchers. For example, they were asked to apply eye makeup on the printed face on a sheet of

paper. We prepared ingredients and tools needed to follow the cooking videos, and also makeup supplies needed

to follow the makeup video. Participants were wearing plastic gloves at all times.

5.4.3 Results and Findings

We summarize the quantitative results and present main findings with respect to the three design goals, usage

patterns, and usability and usefulness of RubySlippers.

Quantitative Results

The results of the time taken for task completion and the number of interaction measurement in median are

depicted in Table 5.4 and Table 5.5. A Wilcoxon Signed-Rank test was conducted to evaluate the effect of type

of reference on the time taken and number of interaction made to complete the task. For all tests, an alpha level of

0.05 was used. There was no significant reference type effect.

We did not observe any significant median difference in time taken for task completion between the two

conditions. The results are in Table 5.4

For the number of interactions, we counted the number of command invocations participants made. We

counted repeated invocations of the same command due to recognition failure as one invocation. Even though
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Video Type Task Type
Number of Interactions

Temporal Temporal + Content

Video 1-2
1-a. Multi-Target Search 12 6

1-b. Frequently Appearing Object Search 5 7.5

1-c. Follow Along Physical Task 18.5 16

Video 2-1
2-a. Frequently Appearing Object Search 15 11.5

2-b. Follow Along Physical Task 14 14

Video 2-3 2-c. Frequently Appearing Object Search 11 7.5

Total
Temporal: (X = 13.33,max = 29,min = 4, stdev = 6.44)

Temporal + Content: (X = 10.33,max = 22,min = 2, stdev = 4.89)

Table 5.5: Median number of command invocations per video per navigation task and the summary of each

condition

there aren’t any statistically meaningful differences between the conditions, there is a tendency that people issue

less commands in the “temporal and content” condition as shown in Table 5.5

Mental Demand Physical Demand Temporal Demand Performance Effort Frustration
0

1

2

3

4

5

6

7

8

9

10

Temporal Reference Temporal + Keywod Reference

Figure 5.9: Boxplot of median NASA-TLX scores for the 2 reference conditions (0 = low, 10 = high)

Figure 5.9 gives the box plot of the NASA-TLX scores using a median. We saw a statistically significant

drop in temporal demand, effort, and frustration in the “temporal and content”condition. While not as significant,

effort has also decreased in the “temporal and content”condition.

Qualitative Feedback

The feedback from participants was overall positive, with all participants agreeing that RubySlippers is useful

for navigation. After having experienced both conditions, participants appreciated the ability to concisely express

their intended navigation target using keywords. P11 said “I could definitely see how it would be helpful. Espe-

cially having experienced content-based referencing first and then when I had to use temporal referencing only, I

kept feeling the urge to use content-based referencing.”
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D1. support for efficient content-based referencing using keywords Participants found that content-based

referencing is more robust in information seeking tasks. Participants in temporal referencing only condition had

to rely mostly on visual cues, but missed many relevant timings and information while skipping around and fast-

forwarding. Five participants had explicitly said that they’re not sure if they had found all the information they

were asked to find. On the other hand, participants in “temporal and content”condition were confident that found

all the answers, and that they trust the system more. Specifically, P4 said, “I can focus more on tasks not having

to keep memory of timestamps nor the overall order of some independent events. I can use less commands to find

what I want, and it leads to less delays! Apart from the (speech processing) delays and recognition errors I love

the idea!”

D2. support for effective query update Participants found the idea of using composition of keywords for

updating queries convenient, and that it helped them understand the content better. P6 had noted, “It’s useful

to be able to search the combination of multiple keywords - not just for narrowing down the search but I could

see how to objects are used together.” For example, when butter and cream are used together salt is also being

used. While it was enough to use butter and cream to find the relevant information, participants also learned salt

is another important ingredient used in the step. Also, the participants found the search result items shown on the

search panel on the right as structural dividers, and found it useful for navigation. P10 had said, “It’s just like

video chapters (on description or command on YouTube) but in micro levels. I like it as it’s simple and work as a

shortcut.” The search results are the parts of the video that queried objects and actions appear. Participants found

these to be meaningful markers that helped them understand whole task procedure of the entire video.

D3. support for informing users about executable commands and potential navigation Participants also

found the ambient help of displaying the available commands and potential keyword suggestion useful. P8 said,“I

sometimes said keywords that doesn’t exist in the video, but I was able to quickly recover by looking at the keyword

suggestion. It was super useful.” Similarly, P5 noted,“Even when I cannot recall or do not know the exact name

of the object, I searched for an action related to that object or a co-occurring object. Looking at the keyword

suggestions in the options list, I could figure out the name and go to that scene!”

Application to other types of how-to videos When asked what other types of how-to videos they think

RubySlippers would be useful for, participants showed excitement and provided many interesting ideas. Many

participants said long videos that they do not have the patience to watch would benefit from RubySlippers even if

it is not a tutorial video.

Two participants mentioned how RubySlippers would be useful for lecture videos. P4 noted, “I want to use

this system for watching lecture videos when my hands are tied from note-taking. When the formula taught in

earlier part of the video is used later and I cannot remember the exact equation, I can easily navigate backward

and return.”

Participants noted that videos that have less clear structure would also benefit from RubySlippers. P1 said,

“Unlike baking or makeup which have strict orders of steps, it’s hard to guess the time of random-order videos

(home workout). So in those, it will be more useful!”

Usage Patterns Four participants used content-based referencing for navigating to a general area and temporal

referencing for refinement when they were looking for an exact moment in the video. This is quite effective
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because the user is narrowing down the search space using keywords, and then pin pointing the exact scene with

specific timestamp.

Also, participants used groups of results that are closed together on the timeline as a unit of navigation. For

example, in the make-up video, a number of brushes appear. When searching for a specific brush in the video,

participants used one word query “brush”, and hypothesized the resulting scenes that are closer together are likely

using the same brush, so they would examine one scene from each group to find the brush they waned.

The most interesting and unexpected finding is that P12 found content-based referencing helpful for under-

standing and learning the tutorial content. P12 had said, “It would also help me to memorize the content of the

video - Keyword-based referencing helps me to remember keywords and key concepts of the video much more

than temporal-referencing.” This is particularly interesting, and warrants further investigation and future work,

because we might be seeing effects of “self-explanation” [?] as a byproduct of efficient interaction design for voice

navigation.

5.5 Discussion, Limitation, and Future Work

We discuss findings, generalizability, and possible limitations of this work.

5.5.1 User Confidence and Trust in Content-based Referencing

Participants reported they felt more confident when navigating and trusted the query results more when using

content-based referencing than using temporal referencing. We hypothesize this is a result of our pipeline using

exact keyword matching: the results are binary, either the keyword is in the search result or it is not in the search

result. Scenes shown in RubySlippers are guaranteed to contain the keyword, which helps participants build a

clear mental model of what to expect from a query result.

5.5.2 Beyond text-based content

To see how our approach can generalize to other types of how-to videos, we performed a breadth-first random

sampling of the popular how-to video domains in order to classify them according to a variety of objects and

actions appearing in the video.

We explored top three hundred video tutorials viewed the most when searched with the query "how to step by

step" on YouTube and distilled 17 different domains of how-to video involving physical activity. For each domain

of how-to videos, we examined three videos with similar length (around 10 minutes) and averaged the number of

objects and actions appearing in these videos while regarding body parts as objects.

In the proposed classification Figure 5.10, the styles of how-to videos are shown with respect to the two

dimensions: object and action. The classification is done qualitatively and does not reflect the styles of majority of

the domain. The focus of the classification is to explore what content-based navigation strategies are promising for

each style of how-to video. Our keyword-based approach works best with domains located in the first quadrant.

For videos that have lots of keywords and lots of actions, users gain confidence about being able to make this

random access anchoring around the keywords.

However, other domains in the third quadrant that have less objects and less actions still remain unexplored

with the challenge of extracting referenceable term from the transcript. For example, in the video tutorial for

56



Ac
tio

n

Object

Cooking

Packing

Makeup

Dance
Exercise

Arts and Crafts
Massage

Origami

Knitting

Cleaning

Musical Instrument

Magic Trick

Car Repair

Gardening

Furniture Assembly
Drawing

PC Assembly

Diverse Objects, Few Actions 

Diverse Objects, Diverse Actions 

Few Objects, Few Actions 

Few Objects, Diverse Actions 

Figure 5.10: Analysis of most searched how-to video domains with respect to a variety of objects and actions

(size logarithmically proportional to popularity)

origami, the words "corner, edge, fold, crease" are repeatedly used throughout the video, thus making the visual

comparison inevitable.

Discussion throughout this paper limits the content-based search to matching the user query only with the

transcript of the video not taking visual content into account. One possible line of future work is to investigate

how adopting object detection and optical character recognition can extend the referenceable items in the absence

of verbal descriptions. For example, when the person in the video shows an important item and refers to it as

“this”, and has the keyword as graphic element on the scene for dramatic effect, our pipeline cannot detect the

keyword despite its importance.

5.5.3 Leveraging Interaction at Scale

There are two dimensions in which we can consider scalability. One of them is anchoring around the tutorial

video. Participants have suggested that they would be interested in seeing other viewers’ querying history. We

also believe leveraging interaction traces like keywords and navigation patterns opens up opportunities for further

advancing navigation interaction.

The other dimension is on the user. Once personal history accumulates, the system can infer what types of

queries this specific user initiates, and possibly aim to understand the user struggle. Similar approaches have been

explored in understanding usability issues of software [35].

5.5.4 Transferring to Voice Assistants

The user scenario that involves how-to videos by design include a visual display. We leveraged this fact, and

were able to design effective visual pointers that guided users to navigate how-to videos.
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However, we noticed one participant who had some familiarity with the task at hand successfully navigating

without looking at the screen, but only verbally issuing commands. This was particularly interesting because it

allows us to understand how to generalize the design of referencing strategies so it would be applicable to voice

assistants without screens.

It would be a meaningful extension of this research to take a deeper look at what micro interactions are

possible without the screen, and what the conditions are for successfully navigating a tutorial without visual

display.

5.5.5 Is Mouse Interaction the Holy Grail?

The focus of our study was to design and implement voice-based content-based referencing for video in-

terface. We did not compare RubySlippers against direct manipulation methods like mouse or keyboard as they

correspond to different user scenarios and environments. However, whether effectively using temporal referencing

and content-based referencing in voice user interfaces is as efficient as interacting directly with the timeline using

the mouse is still an interesting question. If not, how do we design voice interactions so that it is? Perhaps can

voice interfaces be more efficient than direct control if NLP and speech processing techniques advance? They are

meaningful interaction problems, and we hope this research will catalyst future work in designing the next voice

interfaces.

5.6 Conclusion

This paper presents RubySlippers, a voice-based navigation system for how-to videos. RubySlippers sup-

ports efficient content-based voice navigation through keyword-based queries. Our user study demonstrates that

RubySlippers provides efficient, stress-free navigation for how-to videos in voice user interfaces.
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Chapter 6. Workflow Graphs

6.1 Introduction

There are common situations in which many users of complex software perform the same task, such as

designing a chair or table, bringing their unique set of skills and knowledge to bear on a set goal. For example, this

occurs when multiple people perform the same tutorial, complete an assignment for a course, or work on sub-tasks

that frequently occur in the context of a larger task, such as 3D modeling joints when designing furniture. It is also

common for users to discuss and compare different methods of completing a single task in online communities for

3D modeling software (for an example of such discussion, see Figure 6.2). This raises an interesting possibility—

what if the range of different methods for performing a task could be captured and represented as rich workflow

recordings, as a way to help experienced users discover alternative methods and expand their workflow knowledge,

or to assist novice users in learning advanced practices?

In this research, we investigate how multiple demonstrations of a fixed task can be captured and represented

in a workflow graph (W-graph) (Figure 6.1). The idea is to automatically discover the different means of accom-

plishing a goal from the interaction traces of multiple users, and to encode these in a graph representation. The

graph thus represents diverse understanding of the task, opening up a range of possible applications. For example,

the graph could be used to provide targeted suggestions of segments of the task for which alternative methods

exist, or to synthesize the most efficient means of completing the task from the many demonstrations encoded in

the graph. It could also be used to synthesize and populate tutorials tailored to particular users, for example by

only showing methods that use tools known to that user.

To investigate this approach, we instrumented Tinkercad1, a 3D solid modeling application popular in the

maker community, to gather screen recordings, command sequences, and changes to the CSG (constructive solid

geometry) tree of the specific 3D model being built. The interaction traces for multiple users performing the same

task are processed by an algorithm we developed, which combines them into a W-graph representing the collective

actions of all users. Unlike past approaches to workflow modeling in this domain, which have focused on com-

mand sequence data (e.g., [111]), our approach additionally leverages the 3D model content being created by the

user. This allows us to track the progress of the task in direct relation to changes in the content (i.e., the 3D model)

to detect common stages of the task progression across multiple demonstrations. We use an autoencoder [86] to

represent the 3D geometry information of each 3D model snapshot, which we found to be a robust and scalable

method for detecting workflow-relevant changes in the geometry, as compared to metrics such as comparing CSG

trees, 2D renders, and 3D meshes.

The result is a graph in which each directed edge from the starting node to a terminal node represents a poten-

tial workflow for completing the task, and multiple edges between any two states represent alternative approaches

for performing that segment of the task. The collected command log data and screen recordings associated with

the edges of the graph can be processed to define metrics on paths (such as average workflow duration or number

of unique commands used), and displayed as demonstration content in interfaces.

The main contributions of this paper are:

1https://tinkercad.com
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Figure 6.1: W-graphs encode multiple demonstrations of a fixed task, based on commonalities in the workflows

employed by users. Nodes represent semantically similar states across demonstrations. Edges represent alternative

workflows for sub-tasks. The width of edges represents the number of distinct workflows between two states.

Figure 6.2: Fifteen distinct suggestions on how to perform a 3D modeling task – from the largest Fusion 360

user community on Facebook
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The concept of W-graphs, which represent the semantic structure of a task, based on demonstrations from multiple

users

A computational pipeline for constructing W-graph and a demonstration of the approach for sample tasks in

Tinkercad

The description of possible applications enabled by W-graphs

We begin with a review of prior work, then describe the construction approach at a conceptual level. Next,

we present workflow graphs constructed for two sample tasks performed by Tinkercad users, and discuss three

applications enabled by —workflow feedback, on-demand task guidance, and instructor support. Finally, we

present preliminary user feedback on a prototype of one of these applications, W-suggest, and conclude with a

discussion of directions for future work.

6.2 Workflow Graphs

The key problem that we address is that designers and researchers currently lack scalable approaches for

analyzing and supporting user workflows. To develop such an approach, we need techniques that can map higher

level user intents (e.g., 3D modeling a mug), to strategy level workflows (e.g., modeling the handle before the

body), and user actions (the specific sequence of actions involved).

We can broadly classify approaches for modeling user workflows derived from action sequences into bottom-

up approaches and top-down approaches.

Bottom-up approaches record users’ action sequences, and then attempt to infer the user’s intent at a post-

processing stage using unsupervised modeling techniques such as semantic segmentation, clustering, or topic

modeling [16, 4]. A disadvantage of this approach is that the results can be difficult to present to users, because the

results of unsupervised modeling techniques are not human-readable labels. Meaningful labels could conceivably

be added to the resulting clusters (e.g., using crowdsourcing techniques [22, 101, 55]), but this is a non-trivial

problem under active research.

An alternative is a top-down approach, in which a small number of domain experts break down a task into

meaningful units (e.g., subgoals [15]), and then users or crowdworkers use these pre-created units as labels for

their own command log data, or that of other users. This approach also comes with disadvantages—users must

perform the labeling, their interpretation of pre-defined labels can differ, and the overall breakdown of the task

depends on the judgement of a few domain experts, limiting the scalability of the approach.

Then, how can we develop an approach for organizing users’ collective interaction data into a meaningful

structure while maintaining the scalability of naively recording user action sequences without interrupting them

to acquire any labels?

To investigate this possibility, we developed Workflow graphs (W-graphs), which synthesize many demon-

strations of a fixed task (i.e., re-creating the same 3D model) such that the commonalities and differences between

the approaches taken by users are encoded in the graph. To ensure the technique can scale, the goal is to auto-

mate the construction process, using recordings of demonstrations of the task as input (which may include screen

recordings, command log data, content snapshots, etc.).

Formally, a W-graph is a directed graph G = (V,A) which consists of the following components:
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6.2.1 Graph Vertices

V = {vi; 1 ≤ i ≤ N}

The vertices of the graph represent semantically-meaningful states in the demonstrations, such as a sub-goal

of the task. These states can be thought of as sub-goals in the workflow—ideally, we want them to capture the

points where a user has completed a given sub-task, and has yet to start the next sub-task. Detecting these states

automatically from unlabeled demonstrations is a challenge, but the idea is to leverage the demonstrations of

multiple users to discover common states that occur across their respective methods for completing the task. If

a new demonstration is completely different from those already represented in the graph, it might not share any

nodes with those already in the graph, apart from the start and final nodes, which are shared by all demonstrations.

Note that the appropriate criteria for judging which states from multiple demonstrations are semantically-

similar is ill-defined, and dependent on the intended application of the W-graph. For example, one criterion could

be used to construct a W-graph that indicates coarse differences between approaches for completing the task, while

a more strict criterion for similarity could create a more complex graph, which reveals finer differences between

similar approaches. As we discuss in the next section, our algorithm allows the threshold for the similarity to be

tuned based on the intended application.

6.2.2 Graph Edges

A = {(vi, vj , dk, Ei,j); vi, vj ∈ V }

Ei,j,k = {event1, event2, event3, . . .}

The directed edges of the graph represent workflows used by a user to move between semantically-similar

states. There may be multiple directed edges between a given pair of states, if multiple demonstrations dk include

a segment from state vi to vj .

Each directed edge is associated with a set of eventsEi,j,k which include the timestamped interaction trace of

events in demonstration dk performed in the segment between state vi and vj . This trace of events could includes

timestamped command invocations, 3D model snapshots, or any other timestamped data that was gathered from

the recorded demonstrations.

6.2.3 Interaction Data

The interaction trace data associated with edges enables a great deal of flexibility in how the is used. For

example, this data could be used to retrieve snippets of screen recordings of the demonstrations associated with

the segment of the task between two states, or it could be used to define metrics on the different workflows used

for that segment of the task (e.g., the number of unique commands used, or the average time it takes to perform the

workflow). As another example, analyzing the interaction traces along many different paths between states can

reveal the average time for sub-tasks or the variance across users. Later in the paper, we present some example

applications of to illustrate the full flexibility of this data representation.
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6.3 Pipeline for Constructing

In this section we describe the computational pipeline we have developed for constructing . We start by

discussing our instrumentation of Tinkercad and the data set we collected, then present the multi-step pipeline

for processing the data and the similarity metric for identifying equivalent-intermediate states. The choice of a

method for identifying equivalent-intermediate states is a key aspect of the pipeline, and we experimented with

several alternative methods.

6.3.1 Tinkercad Data Collection

We instrumented a customized version of Tinkercad to record timestamped command invocations and snap-

shots of the 3D model the user is working on after each command is executed (represented as a constructive solid

geometry (CSG) tree with unique IDs for each object, to enable the association of model parts across multiple

snapshots). To capture the instrumentation data, participants were asked to install Autodesk Screencast2, a screen

recording application that can associate command metadata with the timeline of recorded video data. Collectively,

this allowed us to gather timestamp-aligned command invocation data, 3D model snapshots, and screen record-

ings of participants performing 3D modeling tasks. An example of a user-recorded screencast video can be seen

in Figure 6.3.

Using this approach, we collected user demonstrations for two tasks—modeling a mug and modeling a stand-

ing desk (Figure 6.4). These tasks were selected because they could be completed in under 30 minutes, and repre-

sent different levels of complexity. The mug task is relatively simple, requiring fewer operations and primitives,

while the desk task can be complex and time consuming if the user does not have knowledge of particular Tinker-

cad tools, such as the Align and Ruler. The Desk model also requires approximately twice as many primitives as

the Mug model.

We recruited participants through UserTesting.com and an email to an internal mailing list at a large software

company. 14 participants were recruited for the Mug task, and 11 participants were recruited for the Desk task,

but we excluded participants who did not follow the instructions, or failed to upload their recordings in the final

step. After applying this criteria, we had 8 participants for the mug task (6 male, 2 female, ages 27–48), and 6

participants for the standing desk task (5 male, 1 female, ages 21–43).

The result of data collection procedure were 8 demonstrations for the Mug task, which took 26m:24s on

average (SD=10m:46s) and consisted of an average of 142 command invocations (SD=101); and 6 demonstrations

for the Desk task, which took 23m:23s on average (SD=8m:20s) and consisted of an average of 223 command

invocations (SD=107).

6.3.2 Workflow to Graph Construction

The construction pipeline consists of three steps: preprocessing, collapsing node sequences, and sequence

merging.

2https://knowledge.autodesk.com/community/screencast
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Figure 6.3: Screencast of a user demonstration, consisting of the (a) screen recording, (b) command sequences,

and (c) 3D model snapshots

Figure 6.4: Models used for data collection – (a) Mug, (b) Desk

Step 1. Preprocessing

To start, we collapse repeated or redundant commands in the sequence of events (both keystroke and click-

stream data) for each demonstration. For example, multiple invocations of “arrow key presses” for moving an
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object are merged into one “object moved with keyboard” and multiple invocations of “panning viewpoint” are

merged into “panning”.

Next, the sequence of events for each user is considered as a set of nodes (one node per event), with directed

edges connecting each event in timestamped sequence (Figure 6.5a). The 3D model snapshot for each event is

associated with the corresponding node, and the event data (including timestamped command invocations) is as-

sociated with the incoming edge to that node. Since each demonstration starts from a blank document and finishes

with the completed 3D model, we add a START node with directed edges to the first node in each demonstra-

tion, and we merge the final nodes of each demonstration into an END node. At this point, each demonstration

represents a distinct directed path from the START node to the END node (Figure 6.5b).

Figure 6.5: Illustration of how sequences get compressed and merged into a

Step 2. Collapsing Node Sequences

Next, the pipeline merges sequences of nodes with similar geometry along each path from START to END,

by clustering the snapshots of 3D model geometry associated with the nodes along each path (Figure 6.5c). The

metric we use for 3D model similarity is discussed at the end of this section. To identify sequences with similar

geometry, we first apply the DBSCAN [32] algorithm to cluster the 3D model snapshots associated with each path.

We then merge contiguous subsequences of nodes that were assigned to the same cluster, keeping the 3D model

snapshot of the final state in the subsequence as the representation of that node. We selected DBSCAN because

it does not require a pre-defined number of clusters, as in alternative clustering algorithms such as K-Means. The

hyperparameters of DBSCAN are tuned using the K-Nearest Neighborhood distance method, which is a standard

practice for this algorithm [12, 94, 9].

Step 3. Sequence Merging

Finally, the pipeline detects “equivalent-intermediate” nodes across the paths representing multiple demon-

strations (Figure 6.5d). To do this, we compute the 3D model similarity metric for all pairs of nodes that are

not associated with the same demonstration (i.e., we only consider pairs of nodes from different demonstrations).

We then merge all nodes with a similarity value below a threshold ε that we manually tuned. In our experience,

varying ε can yield graphs that capture more or less granularity in variations in the task, and it would be interesting

to consider an interactive system in which users can select a granularity that is suited to their use of the .

65



At this point, the construction is complete. As at the start of the pipeline, the directed edges from START to

END collectively include all the events from the original demonstrations, but now certain edges contain multiple

events (because the nodes between them have been collapsed), and some nodes are shared between multiple

demonstrations.

6.3.3 Metrics for Detecting “Equivalent-intermediate States”

The most crucial part of the pipeline is determining the “similarity” between 3D model snapshots, as this is

used to merge sequences of events in demonstrations, and to detect shared states across multiple demonstrations.

We experimented with four different methods of computing similarity between 3D model snapshots, which we

discuss below.

Comparing CSG trees

3D model snapshots are represented as CSG trees by Tinkercad, which consist of geometric primitives (e.g.,

cubes, cylinders, cones), combined together using Boolean operations (e.g., union, intersection, difference) in a

hierarchical structure. A naive method of quantifying the difference between two snapshots would be to compare

their respective trees directly, for example by trying to associate corresponding nodes, and then comparing the

primitives or other characteristics of the tree. However, we quickly rejected this method because different proce-

dures for modeling the same geometry can produce significantly different CSG trees. This makes the naive CSG

comparison a poor method of judging similarity, where we specifically want to identify states where a similar

end-result was reached through distinct methods.

Figure 6.6: W-graph for the mug task. Edge labels indicate the number of demonstrations for each path. For

nodes with multiple demonstrations, a rendering of the 3D model snapshot is shown for one of the demonstrations.

A high-res version of this image is included in supplementary materials.

Comparing 2D Images of Rendered Geometry

Inspired by prior work that has used visual summaries of code structure to understand the progress of students

on programming problems [115], we next explored how visual renderings of the models could be used to facilitate

comparison. We rendered the geometry of each 3D model snapshot from 20 different angles, and then compared

the resulting images for pairs of models to quantify their difference. The appeal of this approach is that the method

66



used to arrive at a model does not matter, so long as the resulting models look the same. However, we ultimately

rejected this approach due to challenges with setting an appropriate threshold for judging two models as similar

based on pixel differences between their renders.

Comparing 3D Meshes

Next, we experimented with using the Hausdorff distance [6], a commonly used mesh comparison metric,

to compare the 3D meshes of pairs of 3D model snapshots. As with the comparison of rendered images, this

method required extensive trial and error to set an appropriate threshold. However, the biggest drawback of this

method was that the distances produced by the metric are in absolute terms, with the result that conceptually minor

changes to a 3D model, such as adding a cube to the scene, can lead to huge changes in the distance metric. Ideally

we would like to capture how “semantically” meaningful changes are, which is not always reflected in how much

of the resulting mesh has been altered.

Latent Space Embedding using Autoencoders

The final method we tried was to use an autoencoder to translate 3D point cloud data for each 3D model

snapshot into a 512-dimensional vector. Autoencoders learn compact representations of input data by learning

to encode a training set of data to a latent space of smaller dimensions, from which it can decode to the original

data. We trained a latent model with a variation of PointNet [86] for encoding 3D point clouds to vectors, and

PointSet Generation Network [33] for decoding vectors back to point clouds. The model was trained using the

ShapeNet [119] dataset, which consists of 55 common object categories with about 51,300 unique 3D models. By

using an additional clustering loss function [116], the resulting distributed representation captures the character-

istics that matter for clustering tasks. One of the limitations of PointNet autoencoders is that current techniques

cannot perform rotational-invariant comparisons of geometries. However, this fits nicely with our purpose, be-

cause rotating geometry does not affect semantic similarity for the 3D modeling tasks we are targeting.

Once trained, we can use the autoencoder to produce a 512-dimensional vector for each 3D model snapshot,

and compare these using cosine distance to quantify the similarity between models. Overall, we found this to be

the most effective method. Because it works using 3D point cloud data, it is not sensitive to how a model was

produced, just its final geometry. Moreover, it required less tuning than comparing 2D images of rendered geom-

etry or comparing 3D meshes, and in our experiments appeared to be more sensitive to semantically-meaningful

changes to models.

6.3.4 Results

As a preliminary evaluation of the pipeline, we examined the graphs constructed for the mug and standing

desk tasks. The for the mug task is shown in Figure 6.6. From the graph, a few things can be observed. First, the

high-level method followed by most users was to first construct the body of the mug (as seen in paths A-B-C, and

A-C), and then build and add the handle. Examining the screen recordings, all three users on path A-B-C created

the body by first adding a solid cylinder and then adding a cylindrical “hole” object3 to hollow out the center of the

solid cylinder (see Figure 6.7a). Two of the three users on path A-C followed a slightly different method, creating

3Tinkercad shapes can be set as solid or as holes, which function like other shapes but cut out their volume when grouped with solid objects.
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Figure 6.7: Two distinct methods of creating the mug body: (a) Create a solid cylinder, create a cylindrical hole,

and group them; (b) Create two solid cylinders, position them correctly, then convert one into a hole.

two solid cylinders first, and then converting one of them into a hole object (Figure 6.7b). It is encouraging that

the pipeline was able to capture these two distinct methods.

The remaining user on path A-C created a hole cylinder first, but ultimately deleted it and started again,

following the same procedure as the users on path A-B-C. This highlights an interesting challenge in building ,

which is how to handle backtracking or experimentation behavior (using commands such as Undo and Erase). We

revisit this in the Discussion section at the end of the paper.

The users on paths A-D-E-F and A-E-F followed a different approach from those discussed above. Both of

these users started by creating a cylinder (as a hole in the case of A-D-E-F, and as a solid in the case of A-E-F),

then built the handle, and finally cut out the center of the mug’s body. The A-D-E-F user built the handle through

the use of a solid box and a hole box (Figure 6.8a), but the A-E-F user used a creative method—creating a primitive

in the shape of a letter ’B’, then cutting out part of it to create the handle (Figure 6.8b). Again, it is encouraging

that the pipeline was able to separate these distinct methods.

For the modeling of the handle, nodes F, G, and H capture the behavior of building the handle apart from

the body of the mug, and then attaching it in states I and J. The E-F transition seems strange in Figure 6.6, but

reviewing the screen recording, the user moved the handle away from the mug before cutting the hole in the body,

perhaps to create some space to work.

Overall, the pipeline appears to be effective in capturing the variety of methods used to create the body of

the mug, and the edges of the graph captured a few distinct methods for creating the handle. An interesting

observation is that the node identification algorithm did not capture any sub-steps involved in creating the han-

dle. One possibility is that the methods used by different users were distinct enough that they did not have any

68



Figure 6.8: Two methods of creating the handle: (a) Combine a solid box and a box-shaped hole; (b) Cut a letter

‘B’ shape into the handle using several box-shaped holes.

Figure 6.9: W-graph for the standing desk task. Edge labels indicate the number of demonstrations for each

path. For nodes with multiple demonstrations, a rendering of the 3D model snapshot is shown for one of the

demonstrations. A high-res version of this image is included in supplementary materials.

equivalent-intermediate states until the handle was complete. Another possibility is that the autoencoder is not

good at identifying similar states for models that are partially constructed (being trained on ShapeNet, which con-

sists of complete models). The above having been said, this is not necessarily a problem as the edges do capture

multiple methods of constructing the handle.

The for the standing desk task is shown in Figure 6.9. The graph is more complex than that for the mug task,

reflecting the added complexity of creating the standing desk, but we do observe similarities in how the graph

captures the task. In particular, we can see paths that reflect the different orders in which users created the three

main parts of the desk (the top, the legs, and the privacy screen).

We also notice some early nodes with box shapes, which later diverge and become a desk top in some demon-

strations, and legs in another. These nodes that represent a common geometric history for different final shapes

are interesting, because they represent situations where the algorithm may correctly merge similar geometry, but

doing so works counter to the goal of identifying workflows for completing sub-goals of the task, effectively
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Figure 6.10: W-Suggest – A workflow suggestion interface mockup

breaking them up into several edges. A possible way to address this would be to modify the pipeline so it takes

into account the eventual final placement of each primitive at the end of the task, or several edges forward, in

determining which nodes to merge.

6.4 Potential Applications of W-Graphs

This section presents three novel applications that are made possible by : 1) W-Suggest, a workflow sugges-

tion interface, 2) W-Guide, an on-demand 3D modeling help interface, and 3) W-Instruct, an instructor dashboard

for analyzing workflows.

6.4.1 W-Suggest: Workflow Suggestion Interface

By representing the structure of how to perform a task, can serve as a back-end for applications that suggest

alternate workflows to users.

To use the W-Suggest system(Figure 6.10), the user first records themselves performing a 3D modeling task,

similar to the procedure performed by participants in the previous section. However, instead of integrating this

new workflow recording into the W-graph, the system compares the workflow to the existing graph and suggests

alternate workflows for portions of the task.

W-Suggest uses the following algorithm to make its suggestions. First, it performs Steps 1 and 2 of the W-

graph construction pipeline on the user’s recording of the task (i.e., preprocessing the events, and collapsing node

sequences with similar geometry). Next, the 512-dimensional embedding vector for each remaining 3D model

snapshot is computed using the same autoencoder used for the construction pipeline. The vectors for each of

these nodes are then compared to those of the nodes along the shortest path from START to END (as measured

by total command invocations) to detect matches using the same threshold ε used for graph construction. Finally,

70



Figure 6.11: W-Guide – An on-demand task guidance interface mockup.

for each pair of matched nodes (one from the user, one from the shortest path in the ), the edge originating at

the user’s node and the edge originating at the node are compared based on command invocations. Based on

all of these comparisons, the algorithm selects the pair for which there is the biggest difference in command

invocations between the user’s demonstration and the demonstration from the W-graph. In effect, the idea is to

identify segments of the user’s task for which the W-graph includes a method that uses much fewer command

invocations, which can then be suggested to the user.

6.4.2 W-Guide: On-Demand Task Guidance Interface

W-graphs could also serve as a back-end for a W-Guide interface that presents contextually appropriate video

content to users on-demand as they work in an application, extending approaches taken by systems such as Am-

bient Help [70] and Pause-and-Play [84] with peer demonstrations.

While working on a 3D modeling task in Tinkercad, the user could invoke W-Guide to see possible next steps

displayed in a panel to the right of the editor (Figure 6.11). These videos are populated based on the strategies

captured from other users and stored in the W-graph. Specifically, the panel recommends video demonstrations

from other users matched to the current user’s state, and proceeds to the next “equivalent-intermediate” state (i.e.,

one edge forward in the graph). Using a similar approach to W-Suggest, these can be provided with meaningful

labels (e.g., “Shortest workflow”, “Most popular workflow”, etc.).

W-Guide could use the identical algorithm as W-Suggest to construct a W-Graph and populate its suggestions.

The only difference is that it would attempt to match the user’s current incomplete workflow to the graph. This

is achievable because the ε threshold for collapsing node sequences is flexible, allowing W-Guide to construct a

W-Graph from any point in current user’s workflow and populate demonstrations for next steps.

An exciting possibility that becomes possible with W-Guide is that the system could dynamically elicit ad-
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Figure 6.12: W-Instruct – An instructor tool mockup.

ditional demonstrations from users in a targeted way (e.g., by popping up a message asking them to provide

different demonstrations than those pre-populated in the panel). This could allow the system to take an active role

in fleshing out a W-graph with diverse samples of methods.

6.4.3 W-Instruct: Instructor Tool

Finally, we envision the W-Instruct system in which W-graphs become a flexible and scalable tool for in-

structors to provide feedback to students, assess their work, and generate tutorials or other instructional materials

on performing 3D modeling tasks.

W-Instruct (Figure 6.12) supports instructors in understanding the different methods used by their students

to complete a task—by examining the graph, an instructor can see the approaches taken by students, rather than

simply the final artifacts they produce. The grouping of multiple students’ workflows could also be used as a

means to provide feedback to a large number of learners at scale (e.g., in a MOOC setting). Also, the instructor

could quickly identify shortcuts, crucial parts of the workflow to emphasize, or common mistakes by browsing the

W-Graph. As shown in Figure 6.12, edges can be highlighted to show the most common solutions, and the video

demonstration corresponding to an edge can be viewed by hovering over a node in the graph.

Along similar lines to W-Instruct, we see potential for to support the generation of tutorials and other learning

content, building on past work exploring approaches for generating tutorials by demonstration [39, 21]. For

example, synthetic demonstrations of workflows could potentially be produced that combine the best segments of

multiple demonstrations in the , creating a demonstration that is more personalized to the current user than any

individual demonstration.

6.5 User Feedback on W-Suggest

While the main focus of this work is on the computational approach for constructing W-graphs, we imple-

mented the W-Suggest application as a preliminary demonstration of the feasibility of building applications on

top of a constructed W-graph (Figure 6.13). The W-Suggest interface consists of a simplified representation of

the user’s workflow, with edges highlighted to indicate a part of the task for which the system is suggesting an
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improved workflow. Below this are two embedded video players, one showing the screen recording of the user’s

workflow for that part of the task, and the other showing a suggested workflow drawn from other users in the

graph. Below this are some metrics on the two workflows, including duration, the distribution of commands used,

and the specific sequences of commands used.

To gain some feedback on the prototype, we recruited 4 volunteers to perform one of the two tasks from the

previous section (two for the mug task, two for the standing desk task) and presented them with their W-Suggest

interface. We asked them to watch the two videos—one showing their workflow, the other showing the suggested

workflow—and then asked a few short questions about the interface. Specifically, we asked if they felt it was

useful to view the alternate demonstration, and why or why not they felt that way. We also asked them their

thoughts on the general utility of this type of workflow suggestion system, and what aspects of workflows they

would like suggestions on for software they frequently use.

Due to the small number of participants for these feedback sessions, they are best considered as providing

preliminary feedback, and certainly not a rigorous evaluation. That being said, the feedback from participants

was quite positive, with all participants agreeing it would be valuable to see alternative workflows. In particular,

participants mentioned that it would be valuable to see common workflows, the fastest workflow, and workflows

used by experts.

Two participants mentioned that they learned something new about how to use Tinkercad from watching the

alternate video, as in the following quote by P2 after seeing a use of the Ruler tool to align objects: Oh, you can

adjust the things there [with the Ruler] that’s useful. Oh, there’s like an alignment thing, that seems really easy.

Likewise, P4 observed a use of the Workplane tool that he found valuable: It’s assigning relative positions

with it [the Workplane and Ruler]—I wanted to do something like that.

All participants agreed that efficiency is an important criterion when recommending alternative workflows.

However, P1 and P2 noted that the best method to use in feature-rich software, or other domains such as pro-

gramming, can often depend on contextual factors. In particular, P1 noted that they might prepare a 3D model

differently if it is intended to be 3D printed. This suggests that additional meta-data on the users or the intended

purpose for creating a model could be useful for making workflow recommendations.

6.6 Discussion, Limitation and Future Work

Overall, the produced for the mug and standing desk tasks are encouraging, and suggest that our pipeline is

effective at capturing different high-level methods for modeling 3D objects. Testing the pipeline on these sample

tasks also revealed a number of potential directions for improving the approach, including modeling backtracking

behavior in demonstrations, and accounting for sub-tasks with common intermediate states. Finally, our user

feedback sessions for W-Suggest showed enthusiasm for applications built on W-graphs, and revealed insights

into criteria for what makes a good demonstration, including the importance of contextual factors.

In this section we revisit the potential of modeling backtracking and experimentation, discuss the question

of how many demonstrations are needed to build a useful W-graph graph, and suggest further refinements of the

graph construction method. We then discuss how our approach could be generalized to building models of similar

tasks.
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Figure 6.13: W-Suggest – The implemented interface.
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6.6.1 Backtracking and Experimentation

In our current approach, Undo and Erase are treated the same as other commands. In some situations this

may be appropriate, but at other times these commands may be used to backtrack, to recover from mistakes, or to

try other workflows, and past work has shown their occurrence may indicate usability challenges [2]. It would be

interesting to investigate whether these practices for using Undo and Erase could be detected and represented in

a . This could take the form of edges that go back to previous states, creating directed cycles or self-loops in the

graph. Applications built on top of a W-graph could also use the number of Undos as a metric for ranking paths

through the graph (e.g., to identify instances of exploratory behavior), or as a filtering metric to cull the graph of

such backtracking behavior.

6.6.2 Branching Factors and Graph Saturation

A nice feature of W-graphs is that they can be built with only a few demonstrations. As the number of

demonstrations grows, the graph can more fully capture the space of potential workflows for the task. However, it

is likely that the graph will eventually reach a point at which it is saturated, beyond which additional workflows

will contribute a diminishing number of additional methods. The number of demonstrations needed to reach

saturation will likely vary task by task, with more complex tasks requiring more demonstrations than simpler tasks.

Examining how the sum of the branching factor for all nodes in the tree changes with each added demonstration

may give an indication of when the graph has reached saturation, as the number of branches is likely to stop

growing once new methods are no longer being added.

6.6.3 Scalability

In one sense, the W-graph approach is scalable by design, as it relies on computational comparisons of 3D

models rather than human interventions such as expert labeling or crowdsourcing. However, more work is needed

to understand how the structure of W-graphs produced by our pipeline change as the number of demonstrations

in a graph grows. In particular, there is the question of how the parameters for identifying similar intermediate

states may need to change in response to a growing number of workflows, in order to produce graphs at the right

granularity for a given application, and other issues that may come up when processing many demonstrations. On

the application end, metrics could be developed to identify less-used but valuable traces contained in a graph with

many demonstrations.

6.6.4 Robustness Against Different Workflow Orders

A potential limitation of our current approach is that it preserves the global order of sub-tasks, including those

that could be performed in an arbitrary order (e.g., a user could start by modeling the legs or the top of a table),

and this could prevent it from grouping some variations of sub-tasks together if a given sub-task is performed first

by some users, and later by others. Preserving the global order of sub-tasks has some advantages, in that it reveals

how users commonly sequence the sub-tasks that make up the overall task, and it can also reveal cases where sub-

tasks benefit from being ordered in a certain way, as may occur when objects built as part of a preceding sub-task

are used to help with positioning or building objects in a subsequent sub-task. However, it would be interesting

to look at approaches that post-process a W-graph to identify edges across the graph where the same sub-task is
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being performed (e.g., by looking for edges where similar changes to geometry are made, ignoring geometry that

isn’t changing) to address this limitation and gain insights into sub-task order in the graph.

6.6.5 Extension to Similar Tasks and Sub-Tasks

Another interesting direction for future work is to consider how the W-graph approach could be extended to

scenarios where the demonstrations used to produce the graph are not of the exact same task, but instead represent

workflows for a class of similar tasks (e.g., modeling chairs). We believe the autoencoder approach we have

adopted could be valuable for this, as it is less sensitive to variations in the model, and potentially able to capture

semantic similarities between models of different objects within a class, but more research is required. Sub-goal

labels provided by users or learners could be valuable here, building on approaches that have been used for how-to

videos [52] and math problems [114]. Given a user’s explanation of their process or different stages in the task, the

graph construction algorithm would have access to natural language descriptions in addition to interaction traces

and content snapshots, which could be used to group workflows across distinct but related tasks.

Beyond refining our algorithms to work with similar tasks, it would be interesting to investigate how a large

corpus of demonstrations could be mined to identify semantically-similar sub-tasks (which could be then turned

into ). Multi-W-graphs could conceivably be developed that link together the nodes and edges of individual W-

graphs, to represent similarities and relationships between the workflows used for different tasks. For example,

nodes representing the legs of a desk, chair, or television stand could be linked across their respective graphs, and

edges that represent workflows for creating certain effects (e.g., a particular curvature or geometry) could be linked

as well. In the limit, one could imagine a set of linked graphs that collectively encode all the tasks commonly

performed in a domain, and feed many downstream applications for workflow recommendation and improvement.

6.6.6 Generalizing to Other Software and Domains

Though we demonstrated our approach for 3D modeling software, the construction approach would be

straightforward to extend to other software applications and domains. For many domains, such as 2D graphics

or textual media, the technique could be generalized by simply substituting in an appropriate feature extraction

mechanism for that domain. More challenging would be extending the approach to apply across a variety of

software applications, perhaps by different software developers, where instrumentation to gather commands and

content is not easy. To approach this, we could imagine using the screen recording data for the content, and

accessibility APIs to gather the actions performed by users (an approach used in recent work [37]). Beyond

fully-automated approaches, learnersourcing approaches [52] could be used to elicit sub-goals that have particular

pedagogical value, and these peer-generated sub-goals could be turned into feedback for other learners in the

system, using similar methods to those explored in other applications [47].

6.7 Conclusion

This work has contributed a conceptual approach for representing the different means by which a fixed goal

can be achieved in feature rich software, based on recordings of user demonstrations, and has demonstrated a

scalable pipeline for constructing such a representation for 3D modeling software. It has also presented a range of

applications that could leverage this representation to support users in improving their skill sets over time. Overall,
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we see this work as a first step toward enabling a new generation of help and learning systems for feature-rich

software, powered by data-driven models of tasks and workflows.
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Chapter 7. Discussion

Figure 7.1: Task specific knowledge unit as the building block for novel interaction systems

Bridging the gap between user’s mental model and the system design is at the very heart of Human–Computer

Interaction research. This thesis makes a contribution by distilling users’ information needs (one possible measure

of users’ mental model) and the computational building blocks (a component of system design), and thereby

solving the mismatch in three commonly observed tutorial interactions, namely finding, navigating, and applying

tutorials.

Techniques introduced in this thesis builds task specific knowledge units, which are composite structures of

elements that make up a tutorial but augmented with user’s task semantics. These task specific knowledge units

serve as the glue between the computational unit in the system design which are often not task specific, and the

users informational needs which are often too high level.

Interactive systems introduced in this thesis demonstrated that our novel “knowledge units” of complex semi-

structured documents can help humans answer questions beyond information retrieval, i.e. find something in the

pile. The methods introduced in the thesis brings what was previously unsearchable to being searchable, and

provides interactions at the desired granularity that were previously unsupported. The conceptual key to this

approach is defining task-relevant abstractions through data-driven (1) user-centered design and (2) inference

algorithms. While developing this unique approach, I learned the following lessons about each.
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7.1 User-centered Design

7.1.1 Access to Domain Expertise

To understand the specifics and nature of the task, having an access to domain expertise allows us to find

deep insights about the user task that computational methods often cannot capture. For example, while building

RecipeScape, access to cooking professionals allowed us to define “cooking structure”.

Also, sometimes the tutorial data itself contains expert traces. For example, if the 3d modeling workflows are

from either instructors or leading 3D designers, then there will be strategies and choices that are expert behaviors.

But, it requires domain expertise to be able to spot them. That is why bottom-up data-driven approach usually

requires human intervention.

Therefore, it is crucial to have access to domain experts.

7.2 Inference Algorithms

When aggregating a collection of sequential knowledge for inference, it is important to consider how tightly

the results in each of the collection item are bounded.

If all tutorials in the collection lead to a strictly same goal, the aggregation becomes easier, because the

tutorials or demonstrations will all have the same final state. In this case, we can leverage more complex structures

like graphs that will allow us to perform computationally robust inferences (ex. graph algorithms) like in Workflow

Graphs.

If the tutorials in the collection lead to a loosely similar goal, then clustering methods become more useful.

Mining and understanding insights usually requires additional visualization techniques like in RecipeScape.
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Chapter 8. Conclusion

8.1 Summary of Contribution

This thesis contributes three novel interactive systems, ReceipScape, RubySlippers, and Workflow Graphs in

which the task specific knowledge units powering the systems are tree structure capturing procedural semantics

in cooking, information balanced video segments with referenceable objects and actions, and unified subgoal

structures in 3D modeling workflows, respectively. The three systems introduced provide effective alternative

interaction techniques for finding, navigating, and applying tutorials.

8.1.1 Interactive Systems

Recipescape, allowed users to understand the “landscape” of all recipes related to a search query like

“chocolate chip cookie”. It also allowed users to visually search recipes which users found more convenient

to use than typical list of search results interface. It allowed users to form hypothesis about “groups” of recipes

while also Allowing users to validate their hypothesis.

RubySlippers allowed users to naviate using content-based referencing in voice user interface. The number

of queries used were significantly less than that of temporal referencing, so even with parsing delays users didn’t

feel stressed or tedious. It also allowed users to effectively navigate when temporal referencing is difficult Users

did not have much domain knowledge – no prior knowledge about the structure of the task, like navigating long

videos, unwatched scenes, and multiple videos.

Workflow graphs contributed a conceptual approach for representing the different means by which a fixed

goal can be achieved in feature rich software, based on recordings of user demonstrations, and has demonstrated

a scalable pipeline for constructing such a represen- tation for 3D modeling software. It has also presented a

range of applications that could leverage this representation to support users in improving their skill sets over

time. Overall, we see this work as a first step toward enabling a new generation of help and learning systems for

feature-rich software, powered by data-driven models of tasks and workflows.

8.2 Future Work

8.2.1 Workflow Graph as Knowledge Units

Our focus in Workflow Graph research is on enabling novice-to-expert transitions. This is one of the largest

problems in software learning research, which has been widely studied but never fully addressed for high level

workflows. In brief, learning design software is not just about learning how to do something, it’s also about

learning how to do something better. W-graphs has the potential to be a significant step toward addressing the

novice-to-expert transition problem for high-level workflows, because it can capture diverse workflows including

novice and expert methods, and methods applicable in different situations. An initial learner of a design software

application may not benefit from many different workflows.
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Also, undos and redos can be redesigned to support on sub-workflow level, not at the individual command

level. This allows the system to recommends backtracing as a feasible next step to route the user to a more efficient

workflow path.

Ultimately, one could imagine a single knowledge graph being created for each application, representing all

the different tasks and workflows used in that software, and the relationships between them. This could then feed

general help and learning techniques that provide feedback for any workflow a user is performing, provided that

it has some relationship to those represented in the graph.

Also, W-graphs could also provide insights to the designers of software applications, which could be used

to refine their interfaces and improve learnability. For example, if a W-graph produced by many novice users

performing a task exhibited a high degree of branching, that might indicate that the software interface was not

adequately supporting the workflow for performing that task. Likewise, producing a W-graph based on a sample of

the user base could capture current practices and whether certain new workflows are being adopted or overlooked

by the user community.

8.2.2 Causal Knowledge Units - Models in HCI

Models used to solve problems in HCI can be either empirical or computational. Empirical models try to ex-

plain the variability in the observed data, i.e. traces of human interaction behavior, whereas computational models

try to explain the underlying mechanism of how the data is generated (mechanistic or computational explanation

of the interaction decisions). In HCI research, “computation” plays a vital role as a means for obtaining under-

standings through empirical models. Such understandings have served as references and guidelines for designers

to build more “human-centered” interfaces.

For example, this thesis primarily focused on the usages of empirical models that represent the composition-

ality of user tasks as observed in naturally crowdsourced tutorials and demonstrations. I developed techniques for

extracting the nonlinear compositions of semantic substrates such as task-specific domain knowledge, constraints,

and users’ strategies in large scale tutorials and demonstrations.

However users often do not know what they want. In other words, user goals are uncertain and dynamic.

Because it is extremely difficult to empirically understand “causal relationships” from observational data, using

data-driven insights to drive design heuristics - called data-driven design - is likely to be inadequate when incor-

porating the unknown uncertain dynamic user goal into the interface design problem.

Computational models have advantages over empirical counterparts. Computational models algorithmically

describe relationships between the different quantities under observation. They describe the underlying process

of human planning and interaction decisions. They inherently possess explainability and prediction of decisions.

By design, they are able to “explain themselves”, which brings us one step closer to interpretable interfaces. And

from the perspective of computational models, I’d like to argue that a human-computer interaction is a sequential

decision-making problem for the user, and also for the system.

There are three promising methods. METHOD 1. “A user” can be included as a constraint in the objective

function which a machine learning algorithm will try to optimize for. This will allow the user to be part of the

probabilistic model of the world a machine learning algorithm will try to recover the underlying distribution of.

While the expressive power of a “user” is quite limited in this method, there is a rich body of previous work in

areas such as “Safe RL” and “Robust MDP”.

METHOD 2. "Cognitive Crash Dummies" and “Active inference” - Combining computational cognitive
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models with Bayesian optimization to learn and optimize the parameters of the model enables us to build user

simulators. These simulators can replace expensive user studies. More importantly, this facilitates researchers to

conduct scientific experiments that are replicable and generalizable.

METHOD 3. An “interaction sequence” can also be modeled as a multi-agent shared goal optimization

problem. Both the user and the interface are cooperative agents, but they are working towards a share goal.

However, it is important to factor in the fact that they possess different computational bounds and capabilities.

This is more directly involving users in the inference.

I wish to explore the design of interfaces for browsing and searching as the medium for collecting user

behavioral data and for evaluating these methods. Such an interface should assist users in learning about their

goals and in understanding the underlying mechanisms of the interface by allowing users to plan, form hypotheses

and experiment. The interface should be able to make active inferences about the user’s pursuit.

Making “AI” “human-centered” is a multifaceted problem. But in the context of building AI systems that can

explain themselves, interactivity is vital. For interactivity to “make sense” for the users, I argue that we need to

computationally understand usability. In order to do so, advances in both sequential decision-making models, and

as well as in cognition-driven computational interface design are vital hand-in-hand.
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